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Abstract

This dissertation deals with the control of active power �ow, or load �ow,

in electric power systems.

During the last few years, interest in the possibilities to control the active

power �ows in transmission systems has increased signi�cantly. There is

a number of reasons for this, coming both from the application side�that

is, from power system operations�and from the technological side, where

advances in power electronics and related technologies have made new

system components available.

Load �ow control is by nature a multi�input multi�output problem, since

any change of load �ow in one line will be complemented by changes in

other lines. Strong cross�coupling between controllable components is

to be expected, and the possibility of adverse interactions between these

components cannot be rejected straightaway. Interactions with dynamic

phenomena in the power system are also a source of concern.

Three controllable components are investigated in this thesis, namely the

controlled series capacitor (CSC), the phase angle regulator (PAR), and

the uni�ed power �ow controller (UPFC). Properties and characteristics

of these devices are investigated and discussed.

A simple control strategy is proposed. This strategy is then analyzed ex-

tensively. Mathematical methods and physical knowledge about the per-

tinent phenomena are combined, and it is shown that this control strategy

can be used for a fairly general class of devices. Computer simulations of

the controlled system provide insight into the system behavior in a system

of reasonable size. The robustness and stability of the control system are

discussed as are its limits.

Further, the behavior of the control strategy in a system where the mod-

eling allows for dynamic phenomena are is investigated with computer

simulations. It is discussed under which circumstances the control action

has bene�cial or detrimental e�ect on the system dynamics.

Finally, a graphical approach for analyzing the e�ect of controllers on

the closed�loop behavior of a system is discussed. The phase root locus

technique is presented and its application to power systems illustrated.
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Chapter 1

Introduction

Electricity is a very convenient and useful energy form. It plays an ever

increasing role in our modern industrialized society. Intimately connected

to this development is the development of power transmission systems as

a means to distribute electrical energy. These power systems today face

several changes.

The almost everywhere continuously increasing demand for electrical po-

wer makes it desirable to operate power systems closer to their thermal

ratings than they currently are. Due to environmental concerns and right�

of�way issues, the construction of new power lines is increasingly di�cult.

The prime responsibility of power system operators is to supply electric

power safely and economically to customers. Since the measures necessary

for secure operation often contradict those for economical operation, it is

necessary to make a trade�o� between these two objectives.

1.1 Control of Active Power Flow � Motivation

During the last several years interest in the possibilities to control the

(active) power �ows in transmission systems has increased signi�cantly.

There is a number of reasons for this, originating both from the appli-

cation side�that is, from the power system operation�and from the

technological side, that is, the advent of new system components such as

semi�conductor based devices. In many countries the operation of power

systems has changed due to higher utilization of the transmission network

3



4 Chapter 1. Introduction

and a deregulation of the power market [5]. In certain deregulated en-

vironments, transmission capacity becomes a commodity. For the use of

transmission capacity, fees have to be paid, and the transmission grid op-

erator depends economically on these fees. With the economic dependence

on the grid comes the necessity to be able to control the transmission sys-

tem as well as possible. The new components that are becoming feasible

are to a large extent based on advances in power electronics and related

technologies.

There are four main reasons why power �ow control is attractive:

1. Overload alleviation. In a meshed power system, a situation where a

low impedance line carries much more power than originally designed

for, while parallel paths are underutilized, can occur. With power

�ow control, the stressed line can be relieved, resulting in a better

overall utilization of the network.

2. Contractual requirements. These originate usually in either of the

two situations described above. The transfer of power in a meshed

network is likely to be accompanied by requests of the neighboring

utilities that their networks are not in�uenced in an adverse way.

3. Currently, independent transmission projects are being discussed [6].

The idea is that private companies operate transmission lines and

sell transmission capacity or energy to interested parties. In that

environment, the load �ow will obviously have to be controlled. One

possibility is to use HVDC lines, another possibility is load �ow

control using FACTS devices in an AC network.

4. Loss reduction. Generally, total losses in a system cannot be reduced

to such an extent that the installation of power �ow controllers is

justi�ed. Easily avoidable are only the losses due to reactive power

�ow, which usually are quite small. A reduction of the losses due

to active power �ow would require a decrease of the line resistances,

which necessitates drastic changes in the conductors.

However, loss reduction in a particular area of the system is a rele-

vant issue. Power transfers from one point to another will physically

�ow on a number of parallel paths and thereby impel losses on lines

that might belong to another utility, thus causing increased costs for

that company. If the latter utility cannot accept these losses, power

�ow control can be a solution.
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The control of active power �ow is in its general form by nature a multi�

input multi�output (MIMO) problem. Since the active power has to be

transferred through a number of paths in the system, any change of active

power �ow in one line will be complemented by changes in other lines.

Strong cross�coupling between controllable components is to be expected,

and the possibility of adverse e�ects between several such components,

like hunting phenomena, cannot be rejected straightaway.

Speed is a minor issue for power �ow control. The time frame in which

an equilibrium should be reached can be measured in terms of seconds

or even minutes. That makes it possible to use the same device for the

control of dynamic phenomena in a power system as is used for power �ow

control, since the time frame of those dynamic phenomena is usually at

most a few seconds.

1.2 Scope and Organization of this Thesis

In Chapter 2, some background on multivariable control is given. Methods

for multivariable control are tentatively ordered in a taxonomy, which is

juxtaposed to a scaling of control levels. Some guidelines for the choice of

control methods depending on the control level are proposed.

Chapter 3 presents the idea of FACTS devices and discusses the devices

used in this investigation. A concise description of a very recently in-

troduced power �ow control concept that does not need any high power

electronic parts is given. Some other FACTS devices not treated in this

thesis are mentioned.

In Chapter 4, multivariable power �ow control using CSCs and PARs is

investigated. A control scheme is proposed and examined �rst with an

analytical and physical approach depending on a linearization, and then

with nonlinear simulations. Limits of this control scheme are discussed.

In Chapter 5, a method for deciding where series capacitors should be

located in an electric power system to maximize controllability is intro-

duced. This method is based on an investigation of the sensitivities of

the active power �ow through one line to changes in series compensation

in another or the same line. The validity of this method is checked by

nonlinear simulations.

In Chapter 6, the characteristics of an additional FACTS device, the

UPFC, are presented. These characteristics have been determined in a
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realistic, meshed power system. The most e�cient use of the UPFC's

control variables is discussed.

Chapter 7 shows that the control scheme proposed for CSCs and PARs

can be used in conjunction with the UPFC as well. Further, the possibility

to use the shunt part of the UPFC to control bus voltages while load �ow

is controlled is investigated and discussed.

In Chapter 8, the large signal stability of the proposed control system is

examined. Currently available methods for the analysis of the large signal

stability of nonlinear systems are presented, and an attempt is made to

apply these methods to the control system at hand. The implications of

instability of the control system are discussed.

In Chapter 9, the control scheme is tested beyond the algebraic load �ow

model. One controllable series capacitor is implemented in a four�machine

test system that exhibits moderately damped inter�area oscillations. An

advantage and a disadvantage of fast and slow load �ow control is dis-

cussed.

Chapter 10 is outside the topic of load �ow control. In this chapter,

the counterpart to the well-known Evans gain root locus [7], the phase

root locus is introduced. Until recently [8], this concept has been largely

ignored. The main di�erences between these techniques and their applica-

tion to damping control design are discussed. The principle is illustrated

by a power system example.

1.3 Contributions of this Thesis

Some of the work presented here has already been published [1, 2, 3, 4].

The main contributions of this thesis are:

� An overview of available multivariable control methods for control

of power systems is given.

� A method for controlling load �ow using a class of devices with a cer-

tain characteristic, namely monotonicity, is proposed. The method

is investigated extensively, with physio-mathematical tools as well

as with simulations. While the proposed method is fairly simple, it

is robust with respect to system topology.
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� The load �ow and voltage characteristics of the uni�ed power �ow

controller in a meshed system are presented.

� Properties of the load �ow equations and their implications are de-

veloped and discussed.

� The in�uence of the proposed load �ow control on dynamic phenom-

ena is presented. The in�uence of the controller speed in a relevant

situation is explained.

� The phase root locus technique is presented and illustrated. The

use of phase root locus together with gain root locus for controller

design is explained and demonstrated.
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Chapter 2

Multivariable Control

Strategies

The desire to control processes, in the broadest sense, has existed for a

very long time [9]. In electrical engineering, the �rst explicit attempts

to formalize control problems mathematically go back to James Maxwell.

The invention of the negative feedback ampli�er by Harold Black in 1927

[10], proposing the sacri�ce of some ampli�cation of a high�gain ampli�er

to reduce the in�uence of distortion due to noise and component drift,

contained the fundamental ideas on which almost all modern controllers

are based. The works of Harry Nyquist [11], Hendrick Bode [12], Walter

Evans [7], and many others are based on these ideas.

Today, there is a vast amount of control methods, which are more or less

suited for the solution of multivariable control problems. Control theory

is largely treated as a �eld of mathematics. Theories for robustness, sta-

bility analysis, optimal control, and many other aspects are constantly

published. Unfortunately, the connection between these often very theo-

retical works and practical control problems in engineering is often di�cult

to determine. It often takes a long time until mathematical progress leads

to practical and sound applications in engineering.

Common causes for problems arising in control system design are:

� Controlled objects have their own dynamics, so their outputs cannot

be changed instantaneously.

9
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� The state of the controlled system may be a�ected by uncontrolled

external inputs, which are often unpredictable.

� The range of possible adjustments is usually limited.

� Measurements that hold information about the current state are

noisy.

� Unforeseen states of the system occur, especially in large scale sys-

tems.

This chapter gives an overview of some important control methods, with

some tentative classi�cation. A scaling of control levels is juxtaposed, and

a preliminary proposition for the choice of control methods depending on

the control level is given.

2.1 Short Taxonomy of Available Control

Methods

Control methods are often subdivided in two domains. Those are fre-

quently called intelligent and non�intelligent control. This terminology

is somewhat unfortunate, since the term �intelligence� raises certain ex-

pectations and is rarely well�de�ned. Nevertheless, this terminology can

be used, if it is clear that a speci�c de�nition of the term �intelligence� is

used.

An useful de�nition of intelligence can be found in [13]:

Central to any control theory is the construction, or identi-

�cation, of plant models; rather than being based on linear

physio�mathematical models, intelligent control derives mod-

els of the plant input�output mapping from experiential evi-

dence.

2.1.1 Control Methods Based on Physio�Mathematical

Modeling

Classical Control

Conventional feedback control is the oldest and most researched area of

control engineering in electrical engineering. The foundations still go back
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to Nyquist, Bode and Evans. Properties of this method are (+ = advan-

tage, - = disadvantage)

+ Well�developed criteria for stability etc. exist.

+ Insight of physical properties (bandwidth, loop gain into sensitivity,

noise, etc.) is available.

� Multi-variable extensions are clumsy.

� Often is very dependent on correct modeling.

Functional

These methods are extensions of conventional feedback control, which im-

plies that the basic stability criteria are applicable. In practical appli-

cations, controller design is mostly performed in the frequency domain.

Common to these methods is the approach of selecting the control law

from some space of functions.

� H2 [14] or Linear Quadratic Gaussian (LQG) control is based on the

minimization of the 2�norm of the closed�loop system.

+ This method is reasonable for multi�variable problems.

+ Desensitizing methods dealing with parameter uncertainty are

available.

� There are no robustness guarantees.

� H1 [14] control is based on the minimization of the 1�norm of the

closed�loop system.

+ Is reasonable for multi�variable problems.

+ Has guaranteed robustness.

+ Can be used with certain loop shaping techniques.

� Usually sacri�ces much of the performance in the trade�o� be-

tween performance and robustness.

� Leads to high�order controllers

� ��Synthesis [15] is based on the investigation of the complex struc-

tured singular value.
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+ Information on the structure of uncertainties can be incorpo-

rated in design.

� Computation of design is di�cult, convergence is not guaran-

teed.

� It leads to high�order controllers.

Fuzzy Logic

Static fuzzy logic control [16, 17, 18] has recently been used with impres-

sive success in electrical engineering. The rigid mathematical modeling

(mostly in frequency domain) of conventional feedback control (including

function space methods) is replaced by modeling in terms of fuzzy sets.

This modeling is usually not directly produced by any kind of rigid mathe-

matics. Instead, an expert accumulates precise knowledge, obtained from

mathematical models and imprecise knowledge. This knowledge is then

mapped into fuzzy sets and relations between fuzzy sets.

+ Easy implementation of heuristic, imprecise knowledge.

+ Additional implementation of quantitative knowledge.

+ Interpolation and generalization between roles for situations that are

not explicitly contained in the rules.

+ Robustness and ability to deal with complex or poorly de�ned sys-

tems.

� Memory requirements for fuzzy logic controllers that grow exponen-

tially with the dimension of the system variables.

� Acquisition of rules from human experts that frequently leads to

incomplete and conservative control strategies.

� No reliable criteria for stability, disturbance analysis etc.

� No online adaption capability.
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2.1.2 Control Methods Based on Experiential Evidence

Self�Organizing Fuzzy Logic Control

Self�organizing fuzzy logic control (SOFLIC) [13, 19, 20] can be parti-

tioned in two basic approaches:

1. Direct adaptive control addresses the adaptive, nonlinear control

problem in which the reference model of ideal closed loop behav-

ior is encapsulated in a performance index that directs the control

rule updating process.

2. Indirect adaptive control �rst establishes a parametric model of the

plant from input/output data through an identi�cation scheme. Af-

ter that, a feedback controller is synthesized under the assumption

that the identi�ed model represents the true plant parameters.

+ No need for initial knowledge of the plant dynamics.

+ Good noise and disturbance rejection capabilities.

+ Online adaption capability.

� Memory requirements for fuzzy logic controllers that grow exponen-

tially with the dimension of the system variables.

� No reliable criteria for stability, disturbance analysis, etc.

� No ability to deal with non�minimum phase plants.

Arti�cial Neural Networks

Arti�cial neural networks (ANN) [13, 21] originate from research on ar-

ti�cial intelligence. They are by design multi�variable systems and very

well suited to parallel computation. The modeling of the plant is replaced

by a teaching process. Basically, there are three possibilities to teach an

ANN:

1. Teaching by a given set of input�output vectors.
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2. Teaching by partitioning the output vectors into �good� and �bad�

by means of some criterion.

3. Teaching by giving a large set of input vectors and letting the ANN

partition appropriate responses (few applications so far; however, a

working inverted pendulum exists).

By choosing the structure of the network and the element functions, it is

possible to design interpolating as well as extrapolating ANNs.

+ ANNs are suited to highly nonlinear problems.

+ Their response time can be almost arbitrarily shortened by adding

more processing units.

+ No plant model is necessary. After a teach�in with experientially

derived vector�pairs, the ANN generalizes.

+ ANNs adapt online to changed parameters or control goals.

� There are no �xed design criteria.

� �Trial and error� testing must be used, since there are no possibilities

to determine the behavior in a given situation theoretically.

Expert Systems

Expert systems [22, 23] (Knowledge Based Systems, KBS) were �rst devel-

oped to enable a naive user to have access to the capability of an expert in

some specialized domain of expertise. They use facts, heuristics, common

sense knowledge, and other forms of knowledge together with reasoning

methods connecting the implemented knowledge.

In control engineering, expert systems are used for two di�erent classes of

control:

1. O��line applications, which are mainly planning and long�term

scheduling issues.

2. On�line applications, mostly high�level process management and

control.
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Expert systems have the following advantages and disadvantages:

+ They have modular structure, since the domain knowledge is sepa-

rate from the inference procedure.

+ Rules can represent super�cial experiential and heuristic knowledge

as well as algorithmic or model�based knowledge.

+ They are very extensible, since the KBS can easily be changed by

changing the knowledge base.

� Expert systems often require a lot of computing time and are there-

fore not always suitable for real time applications.

� The knowledge elicitation from an human expert leads to conser-

vative control strategies, not necessarily to optimal or even near�

optimal solutions.

2.2 Control Architecture

Many attempts to propose standard architectures for control systems have

been made. One of the more successful ones is the NIST Real�Time Con-

trol System (RCS3) architecture, which is now incorporated in the func-

tional speci�cation of the NASA Space Station Flight Telerobot Server,

the NASA/NIST Standard Reference Model for Telerobot Control System

Architecture (NASREM)[24]. This architecture is here applied to a �c-

tional power system that should, with the help of devices containing solid

state switches, like CSCs, make it possible to direct the power �ow accord-

ing to some kind of criteria. It proposes several control levels, depicted in

Figure 2.1:

1. Actuator or Servo Level

As the lowest level, this contains the direct control of the

hardware. In small, single�variable control systems this

usually is the only level. In large�scale, multi�variable

systems, this level provides the �rst abstraction from the

physical realities. The equipment then contains an inter-

face to the next higher level. In robotics, this is the control

of the actual motors; in power systems this might be the

control of the single switching devices in a CSC.
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2. Primitive or Component Level

This level provides a convenient, i.e. more generalized, in-

terface. In robotics, this is the control of, for example,

a robot arm in a more generalized coordinate system; in

power systems, this might be the higher�level control of a

single device containing several solid state switches.

3. Elementary / Subsystem Level

This level performs a piecewise decomposition of elemen-

tary control commands for a subsystem. In robotics, el-

ementary moves are decomposed into a series of interme-

diate motion commands that de�ne a path of motion. In

power systems, this might be the control of several devices

in such a way that a given impedance structure in the net

is obtained.

4. Task Subsystem Level

This level decomposes object tasks into appropriate par-

titions of elementary control actions. In robotics, this is

the �xing of a path ensuring that this path is free of ob-

stacles. In power systems, this might be the control of a

whole station or plant.

5. Co�operating Level

This level splits up complex tasks involving operations

on a number of controlled objects into tasks carried out

on single objects. In power systems, this might be the

control of several devices or plants in a way that ensures

that system voltages and other controlled quantities stay

within their speci�ed ranges.

6. Mission Level

This level decomposes an overall mission plan into control

commands. Mission plans might be speci�ed in terms of

mission goals, priorities, requirements, and/or constraints.

In power systems this might be a control scheme that en-

sures that the power �ow is distributed economically with-

in given parameters.
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Further layers corresponding to higher command abstractions are possi-

ble. Besides, several layers can be condensed in one single device. This

partition into six levels should be regarded as a general proposal, not as

a strict rule.

Of course, di�erent hierarchical structures are possible. In [25], a parti-

tioning in three levels is proposed:

1. Primary�Level Control

At this level, controllers typically respond only to changes

in the local output variables. The main function of pri-

mary�level control is to correct for small, fast output de-

viations that are caused by fast disturbances. Examples

for primary�level control are excitation systems for volt-

age control and governor systems for frequency control.

Primary�level control corresponds to level 2 of the NAS-

REM architecture.

2. Secondary�Level Control

At this level, changes within a region are controlled. In-

teractions with the neighboring regions are assumed to be

small. Examples for secondary�level control are adjust-

ments of the speed�changers in governors and control of

the terminal voltages of generators. Secondary�level con-

trol corresponds to levels 3, 4, and partly 5 of the NAS-

REM architecture.

3. Tertiary�Level Control

At this level, secondary�level controllers are coordinated

by incorporating the e�ects of interactions on the quasi�

static changes of the interconnected system over a long

time horizon. The main goal of this coordination is to

achieve system�wide optimal performance. Tertiary�level

control corresponds to levels 5 and 6 in the NASREM

architecture.
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Power System

Level 5 Control
(Co-operating Level)

Level 6 Control
(Mission Level)

Local Subsystem

Level 4 Control
(Task Subsystem)

Small Subnetwork

Level 3 Control
(Elementary Subsystem)

Single Lines

FACTS-Device

Level 2 Control
(Component Level)

Level 1 Control
(Actuator Level)

Single Thyristors

Figure 2.1. Control Levels in an Electric Power System
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2.3 Control Methods for the Di�erent Levels of

the Architecture

As the control system level in the previous section increases, the require-

ments in terms of controller speed decrease in general and the formulation

of the control problem becomes almost always more and more imprecise.

Consequently, the control methods will be di�erent. Attempts to use one

control method for the solution of all control problems are bound to fail,

as the demands are too di�erent. As a rule, the simplest possible control

method should be employed.

Even though it is generally impossible to decide which control method

should be used for which application, an outline of the suitability of the

di�erent control methods to the architectural levels discussed above can be

given. (Which control method should be used for which application largely

depends on issues like linearizability, the ability to derive a model, and

the amount of knowledge available about possible system states.) Table

2.1 contains such an overview.

2.4 Controllers in Electric Power Systems:

Special Considerations

Electric power systems are probably the largest interconnected systems

that have been created by mankind. Their beginnings go back to the

late nineteenth century [26]. The demand for electric power has been

growing ever since, and today, the power system reaches even remote

parts in western societies and many developing countries. Still, advanced

intelligent control methods are not used to a larger extend. There are

several reasons for this:

1. The demands on the reliability of electric power systems are very

high. Even short outages incur high costs for the customers, and

outages of a longer duration, starting from just a few hours, can

lead to severe disruptions for society. For example, after just eight

hours without electric power, there is a risk that the supply of drink-

ing water becomes contaminated because the pressure in the pipes is

lost [27]. Therefore, utilities are reluctant to implement any control
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e
a
v
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;
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b
u
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a
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b
le
o
n
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w
h
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ee
d
h
a
s
a
h
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h
p
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o
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en
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ll
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e
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-
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a
l
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n
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y
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m
p
le
x
le
v
el
-3
a
ss
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n
-

m
en
ts
;

f
e
a
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le

if
m
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ly
h
eu
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st
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n
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a
lg
o
ri
th
m
ic

k
n
o
w
l-

ed
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e
o
f
th
e
sy
st
em

is

a
v
a
il
a
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le
;

w
e
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s
u
it
e
d

co
m
p
le
x
ta
sk
s
w
it
h
h
ig
h

le
v
el
o
f
a
b
st
ra
ct
io
n
;

v
e
r
y

w
e
ll
s
u
it
e
d

v
er
y

h
ig
h

co
m
p
le
x
it
y
;

lo
w
re
a
l
ti
m
e
d
em
a
n
d
s;

Table 2.1. Control Methods and Architecture Levels
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strategy if it is perceived that the consequences of the implementa-

tion cannot be predicted reliably.

2. An electric power system is subject to large changes all the time.

Load and generation patterns change, the system topology changes,

and the way the system is operated changes. The number of possible

permutations for the system conditions is extraordinarily high. That

makes it impossible to, for example, train a neural network with all

possible system conditions, or even to determine its response for all

cases. In contrast, modeling�based control systems often o�er ways

to analyze things like robustness mathematically for a wide range of

system conditions.

3. Utilities use a large number of software tools, like voltage stability

analysis programs or dynamic security analysis programs, for system

planning and increasingly also system operation. Any controller

that has a system�wide in�uence has to be incorporated in these

tools. It is far easier and faster to incorporate classical controllers

in these programs than to incorporate, for example, neural networks

or expert systems.

4. Historically, it has been comparatively easy to meet the rising de-

mand for transmission capacity by building new power lines. In

the monopolistic power industry, reliability and the obligation to

serve all customers were the driving forces behind system design.

The cost for system extensions was simply passed down to the cus-

tomers. Hence, power systems were built with redundancy and large

margins of safety. Advanced control methods were not needed.

Today, the utility industry is facing signi�cant changes. Deregulation of

the electricity markets is changing the operation of the power system.

More e�cient ways to operate the power system are becoming very at-

tractive, since the cost of ine�ciencies cannot simply be passed on to

the customer; it is expected that the market share of the most e�cient

provider will rise. While it is quite clear that the demand for electric

power will rise for some time to come, it is not self�evident that the peak

load on the transmission system will rise. Distributed generation could

shift the production of electric power geographically closer to the demand

thus alleviating the load on the transmission system.

Whether these changes as a whole will lead to an increased acceptance of

advanced intelligent control methods remains to be seen.
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Chapter 3

Tools for Control of Active

Power Flow

In Section 1.1, reasons for load �ow control were given. The active power

�ow through a transmission line, like the one shown in Figure 3.1, is,

neglecting losses, given by the equation

P =
U1U2

X
sin(�1 � �2) : (3.1)

1
System System

2

U1 1δ U δ2 2

P

X

Figure 3.1. Transmission Line

This equation contains �ve parameters that in�uence the active power

�ow:

� U1, the voltage at the sending end.

� U2, the voltage at the receiving end.

23
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� X, the line's reactance.

� �1, the angle at the sending end.

� �2, the angle at the receiving end.

The idea of �exible AC transmission systems, FACTS [28], is to introduce

devices, based on power electronics, that can in�uence those parameters

without the introduction of external power generation. Some of these

devices will be presented in this chapter.

3.1 Controlled Series Capacitor, CSC

The CSC, as shown in Figure 3.2, is a reactance that is controlled by the

thyristor �ring angle. For steady�state load �ow studies, the CSC can be

Figure 3.2. Internal Structure of CSC

considered a controllable capacitance, which is connected in series with

the transmission line, Figure 3.3.

U

U1 U

1I

CSC

2

I 2

CSCX

Figure 3.3. Concept of CSC

According to the vector diagram in Figure 3.4, the basic mathematical

relations are
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I1 = I2 = I ; (3.2a)

UCSC = �jXCSCI : (3.2b)

For load �ow studies, the CSC in�uences the line impedance X.

U1

1I I 2 UCSC

U2

=

Figure 3.4. CSC Vector Diagram

3.2 Phase Angle Regulator, PAR

The PAR is a transformer with a complex turns ratio. The phase an-

gle di�erence between the terminal voltages is achieved by connecting a

boosting transformer into the transmission line. The power injected into

the line must be taken from the network by a shunt transformer. This is

shown in Figure 3.5; other designs are also possible.

The controllable parameter of the PAR is the voltage shift angle �. Volt-

ages and current magnitudes of both terminals are equal for an ideal PAR.

The operating characteristics and the vector diagram are shown in Figures

3.6 and 3.7, respectively.

Basic mathematical relations are

U2 = U1 � e
j� ; (3.3a)

I2 = I1 � e
j� : (3.3b)
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U1 1I

I T

UT

Parallel
branch

Series
branch

U2I 2

Figure 3.5. PAR Structure

U2operating
area

U1 UT

α

Figure 3.6. PAR Operating Characteristic
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U1U2

UT

IT

I1

I2α

α ϕ
Figure 3.7. PAR Vector Diagram

3.3 Uni�ed Power Flow Controller, UPFC

Figure 3.8 shows the basic technical concept of the UPFC. The UPFC con-

sists of a shunt (or exciting) and a series (or boosting) transformer. Both

transformers are connected through two static converters that contain a

capacitor as an energy storage device in their DC-link. Any real power

injected by the series branch into the system obviously has to be taken

from the system by the parallel branch and then transmitted through the

DC�circuit to the series branch. This is represented in Figure 3.8 by the

current IT . Further, the reactive current Iq can be controlled so that the

parallel branch acts as a controllable reactive shunt susceptance.

Figure 3.9 gives the vector diagram of the UPFC. UT can be at any phase

with regard to U1; its magnitude is limited by UTmax, which is a design

parameter of the UPFC. Controllable parameters are the phase and the

magnitude of UT and the magnitude of Iq. The operating area is the

circle described by UTmax around U1. Control parameters often used for

the UPFC are r and , given by UT = r � U1 � e
j

The basic mathematical relations are:

U2 = U1 + UT (3.4)

\Iq = \U1 � 90� (3.5)
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Figure 3.8. Basic Scheme of the UPFC
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Figure 3.9. UPFC Vector Diagram
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\IT = \U1 (3.6)

IT =
<(UT � I

�

2)

U1

(3.7)

The in�uence of the presented FACTS devices on the load �ow equation

(3.1) is illustrated in Figure 3.10.

SVC

TCSC PAR

UPFC

P =

z }| {

U1U2

X
| {z }

� sin (�1 � �2)
| {z }

Figure 3.10. In�uence of FACTS Devices on Load Flow Equations. SVC

is included for completeness.

3.4 Other FACTS Devices

Very recently, a device that utilizes rotary transformers, based on the

phase di�erence between rotor and stator in a stationary electrical ma-

chine [29] was introduced. In [30], a con�guration using two of these

rotary transformers with the same capability as a UPFC, except for the

possibility of reactive power injection at the shunt transformer, is pre-

sented. ABB's Powerformer technology [31, 32] might even eliminate the
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need for �xed transformers. The control system uses hydraulics or electric

servo motors, rather than the solid state switching control logic that the

UPFC uses. While this system is bound to be slower than a UPFC, the

speed should certainly be su�cient for the application discussed in this

thesis.

Some other FACTS devices not treated here are

� the static var compensator, SVC [33].

� the static var generator, SVG or STATCOM [34].

� the interphase power controller, IPC [35].

� the superconducting magnetic energy storage, SMES [36].

� high voltage DC transmission, HVDC (only sometimes ranked as a

FACTS concept).



Chapter 4

Load Flow Control Using CSC

and PAR

This chapter treats two of the FACTS devices described in Chapter 3,

namely the controlled series capacitor (CSC) and the phase angle regulator

(PAR). These two devices can be treated together since they have, as it

will be shown, similar properties on some points crucial for load �ow

control. A simple control scheme is proposed in Section 4.1.2, and it is

shown in Sections 4.1.3 and 4.2.1 that this scheme can always be used for

two PARs or CSCs in parallel paths. The generalization of that scheme for

more than two devices is investigated in Section 4.3, and the relative merits

of CSC and PAR are discussed in Section 4.4. Simulations are performed

to con�rm these analytical results, and a short discussion of the problems

that can arise in power systems that are close to their stability limits is

provided in Section 4.5.

4.1 Two Series Capacitors

The investigation starts with two CSCs. A simple test system is given,

which then is used for a mathematical analysis of a simple control scheme.

The results, which are valid for small signals, are then extended in simu-

lations for larger signals. A larger system, for which the analytical results

are still valid, is given, and simulations con�rm the applicability of the

proposed control scheme for large systems.
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4.1.1 The Simple Test System

The �rst investigation is carried out on a test system that models a power

system in which active power is transferred from a generation area to a

load area. Such a system can be used as a general model for an electric

power system with a generation area and a load area, when those two areas

are connected by several lines. Some of these lines contain controllable

FACTS devices.
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Figure 4.1. Simple Test System

Figure 4.1 shows a simple model ful�lling these requirements. The gen-

eration area consists of the nodes A, B, C, and D. A is a slack bus with

voltage 1 pu and a reference angle of 0�. The connections of these nodes
within the generation area are modeled by the lines 1, 2, 3, 4, and 6. The

load area consists of the nodes E, F, G, and H. Node H is a PU node with

a voltage of 1 pu and an active power demand of 1 pu. The lines 9, 10,

11, 12, and 13 model the connections within the load area. The two areas

are connected by the lines 5, 7, and 8. Lines 7 and 8 contain controllable

components, namely CSCs. The bus and line data are given in Tables 4.1

and 4.2. These data result in an active power �ow of around 1 pu through

the lines 5, 7, and 8.

For this investigation the series compensation will be limited to values

between 0% and 70% of the line reactance.
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Nr. Type V � Pg Qg Pd Qd

A Slack 1 0 � � � �

B�G PQ � � 0 0 0 0

H PU 1 � 0 � 1 �

Table 4.1. Bus Data

Nr. R X

1�4,6,9�13 0.03 0.12

5,7,8 0.03 0.24

Table 4.2. Line Data

4.1.2 Control with Independent Integral Controllers

The �rst and most simple approach is controlling the series capacitors

with independent integral controllers without regard to the cross coupling

e�ects. Integral controllers are appropriate for power �ow control, since

speed is of little importance. (A reasonable time frame for power �ow

control is on the order of magnitude of tens of seconds.) It has to be

investigated whether the controllers in�uence each other in a way that

might lead to unstable system behavior or hunting phenomena, that is,

the controllers oscillating against each other.

Figure 4.2 shows the block diagram of the controlled system.

4.1.3 Mathematical Analysis of the Controlled System

Generally, a power system where the active power �ow is controlled with

several integrating controllers can be described by

w = F (u); u = K �

t
Z

0

w0(�) d� : (4.1)

u is a vector of series compensations (the control variable), w is a vector

of load �ows, F is the function that connects load �ows and series com-

pensations, and w0 is the deviation of the load �ows from the speci�ed
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Figure 4.2. Two Integral Controllers; w : Active Power Flow

u : Series Compensation

values. Di�erentiating Equation (4.1) leads to

dw

dt
=

dF

du
�K � w0(t) =

dF

du
�K � (w� � w) : (4.2)

An equilibrium point is, as expected, at w = w�. The small signal stability

of that equilibrium point is determined by the eigenvalues of �dF
du
� K,

where
dF
du

is a submatrix of the sensitivity matrix describing the sensitivity

of the active power �ow to the series compensation in the line, S = dw
du
,

[37, 38]. The sensitivity matrix can either be determined analytically (see

Appendix C) or by simulations with small perturbations.

The limitations on the series compensation shown in Figure 4.2 are not

taken into consideration at this point. These limits are not detrimental

to system stability: These limits are nonwindup limits. If the limits are

reached in the i-th integrator,
du

i

dt
= 0, and u is stuck at the limit value as

long as the input w0i is driving ui beyond the limit value. This e�ectively

implies that one degree of freedom is lost, that is, the system dimension

in the sense of dynamics drops by one [39]. Then, ui is constant, thus

the line containing the corresponding i-th controlled device is e�ectively

uncontrolled. Of course, the limits in�uence the range in which the load

�ow can be controlled.

Radial Systems

Using a sign convention such that active power �ow is considered positive

at the current operating state, the diagonal elements of the submatrix of
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the sensitivity matrix are always positive, since an increased series com-

pensation in a line increases the load �ow in that line. The o��diagonal

elements are always negative if the power �ow is controlled in several par-

allel lines connecting a generation area and a load area, since the increase

of load �ow in one line must be compensated by a decrease of load �ow

in the other lines. Further, the negative sum of o��diagonal elements in

a column is less than or equal to the diagonal element in that column,

�

n
X

i =1

i 6=k

Si;k � Sk;k or

n
X

i =1

i 6=k

jSi;kj � jSk;kj ; (4.3)

since the change of active power �ow in the controlled line is compensated

by an inverted change in active power �ow in all the other lines. Here,

it is assumed that the power transfer capability of these lines is su�cient

to carry the compensating power �ow. The equal sign in Equation (4.3)

represents the case when each line contains a CSC, which leads to loss

of controllability since the equation system then is overdetermined and

is therefore not of practical interest. Loss of controllability means here

that, due to the modeling of the power system with one slack bus and

the other buses PU or PQ, the load �ow through the lines cannot change

independently.

The power system model using the purely algebraic load �ow equations in-

stead of more detailed generator and load models is appropriate for inves-

tigating load �ow control, since, under normal conditions, power systems

operate in a quasi�steady state on slow time scales; that is, the system

reaches its steady state within a fast time scale. For su�ciently di�erent

time scales, the phenomena are de�coupled and di�erent models can be

used [40]. In Chapter 9, a more detailed model that is investigated. As

mentioned in Section 4.1.2, a reasonable time frame for load �ow control

is in the order of magnitude of tens of seconds.

With the same sign convention, all Ki have to be positive if the controlled

system is to converge. Therefore, the observations above are valid for
dF
du
�K as well.
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The Simple Test System

The stability of the simple test system from Section 4.1.1 depends on the

eigenvalues of

�
dF

du
= �

�

S7;7 S7;8
S8;7 S8;8

�

�

�

K1 0
0 K2

�

; (4.4)

which, with � = K1S7;7 +K2S8;8 > 0, are

�
1

2

�

��
q

�2 � 4K1S7;7K2S8;8 + 4K1S7;8K2S8;7

�

: (4.5)

According to Equation (4.3),

4K1S7;7K2S8;8 > 4K1S7;8K2S8;7 ; (4.6)

and therefore the eigenvalues (4.5) are always negative and real. Small

signal stability is thus guaranteed, and (adverse) oscillations are not ex-

pected.

4.1.4 Simulation of the Simple Test System with the

Integral Controller

Having proven small signal stability, the question remains how the system

behaves if the starting value is far from the equilibrium point. Since an

analytical treatment of this problem is virtually impossible, it has to be

treated using time simulations.

The time simulations were performed from a state given by a certain

value of series compensation. The goal was to achieve a de�ned active

power �ow. The key in Figures 4.3�4.11 denotes the initial state and

the desired state. (0,70)!(0.3405,0.3405) therefore means that starting

from line compensations 0% and 70% an active power �ow of 0.3405 pu

should be achieved in both lines. Lines with lower line number are always

mentioned �rst.

Figures 4.3�4.8 show clearly that the simple test system can safely be

controlled with two integral controllers. The trajectories in Figures 4.3�4.6

converge smoothly toward the equilibrium point, and in time domain there

are only minor overshoots, which in no case occur in the state variable and

the control variable simultaneously.
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4.1.5 Larger Systems

An equation similar to Equation 4.6 can be obtained irrespective of the

system's size, since the crucial property for the validity of Equation 4.6

is the presence of a path for the load �ow other than the two controlled

lines. As long as such an alternative path exists and the remaining power

transferred through that path is within its power transfer capability, small

signal stability is guaranteed, if the independent integral controllers are

used.

To verify whether this result, which is valid for small perturbations, can

be generalized for large signals, a larger system with a di�erent topology

is needed. The IEEE 30 Bus System, shown in Figure 4.9, is used here.

The system data are given in Appendix B; originally, the data were ob-

tained from [41]. According to the data from [41], there are limits on the

generators connected to buses 2, 5, 8, 11, and 13. These limits are not

considered in the following investigations, because:

� The limits on the generators are limits on the absolute value of

the complex power. The production of active power is given as

a constant for these generators. Thus, the limits only a�ect the

production of reactive power and consequently the reactive power

�ow, which is not discussed in this thesis.

� When one or several generators reach their generation limits, the

system is not in a desirable state. Generally, reaching the generation

limits is an indication of an imbalance in the system that has to be

addressed.

Simulation of the IEEE 30 Bus Test System

Figure 4.10 shows the trajectories obtained when controlling lines 30 and

35 in state space. The situation here is almost the same as in the case of the

simple test system, the active power �ow through these two lines together

with line 31 is constant. Convergence is smooth and unproblematic, and

there are no signs of adverse interactions.

Figure 4.11 shows the trajectories obtained when controlling lines 2 and

14 in state space. Here, the cut set of lines through which the active power
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Figure 4.9. IEEE 30 Bus System

�ow is constant is considerably larger. Still, there are no convergence or

stability problems.

It is worth noting that Figures 4.10 and 4.11 also show how the control

area changes shape if the impedance of the parallel paths decreases: In

Figure 4.11, the control area is almost rectangular, thus indicating a low

impedance of the parallel paths. When controlling lines 30 and 35, the

impedance of the alternative path is higher, leading to a ��atter� shape

of the control area, that is, the angles at the corners of the control area

deviate more from 90�. If there were no parallel path for the load �ow, the

control area would degenerate to a line, thus making independent control

of the load �ows in the two lines impossible. That would be exactly the

situation in which the eigenvalues in equation 4.5 vanish and small signal

stability becomes uncertain.

4.1.6 Robustness of the Control Scheme

All electric power systems are subjected to topological and other changes:

Lines are disconnected due to faults or maintenance; the same applies to

transformers and other elements. The load pattern is varying. Thus, it
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is important that controllers are robust with respect to these and other

conceivable changes.

The proposed control scheme uses only local signals. The system's topol-

ogy is, apart from ensuring controllability, not used in the controller de-

sign. Therefore, this control scheme is robust with respect to such changes.

As long as the desired state can be reached, that is, the operating point

is inside the control area and all lines operate within their power transfer

capabilities, that steady state will eventually be reached.

However, provisions have to be made for one case. If the alternate path

for the load �ow is taken out, the total load �ow in the controlled lines is

constant. The real part of the eigenvalues (4.5) vanishes. System stability

can no longer be determined using a linearization. If such a case occurs, at

least one of the controllers should be blocked to avoid adverse oscillations.

4.2 Two Phase Shifters

Phase shifters are, as described in Chapter 3, another possibility to control

the active power �ow. The analytical investigation for the the small�signal

stability of CSCs controlled by independent integral controllers is here

extended to PARs. Simulations verify the large�signal stability of this

control scheme.

4.2.1 Analytical Investigation

The load �ow through a transmission line is, neglecting losses, given by

P =
U1U2

X
sin(�1 � �2) ; (4.7)

which is the same equation as (3.1). A phase angle regulator changes

�1 � �2. As long as ��=2 < �1 � �2 < �=2, which is valid for practical

cases, the phase angle regulators are, like CSCs, devices with a monotonic

characteristic with respect to the load �ow in the line those devices are

located in. Like the line �ow increases with increasing series compensation

in the case of the CSC, the line �ow increases with increasing di�erence

of phase angles at the buses, that is, an increasing phase angle over the

device, in case of the PAR. This fundamental similarity between those
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two devices can be used to extend the results obtained for the CSC to the

PAR.

The physical background of Equations 4.3�4.6 depends only on the mono-

tonicity of the line �ow with respect to the control variable of the con-

trollable device. Therefore, the small�signal analysis from Section 4.1.3 is

directly valid for load �ow control with PARs. The same simple control

scheme can be used.

4.2.2 Simulations

Large signal stability will be con�rmed by simulations. Again, the IEEE

30 bus test system in Figure 4.9, without generator limits, is used.

Figure 4.12 shows the load �ows in lines 2 and 14 controlled by PARs in

these lines, when the phase angle is varied from �10� to 10�. Starting from
each corner of the control area, the load �ows converge smoothly without

oscillations or overshoot. The control area is considerably larger than the

one obtained using CSCs with compensations between 0% and 70%; the

load �ow in line 14 can even be reversed. The control variables, depicted

in Figure 4.13, converge equally smoothly towards the equilibrium point.

The large signal stability for this case is thus veri�ed.

Load �ow control for other lines leads to similar results; the controllers

move the system to the speci�ed load �ow distribution without any indi-

cation of problems. The control area is in all investigated cases larger for

a PAR, with a phase angle from �10� to 10�, than for a CSC with a series

compensation from 0% to 70% of the line impedance.

4.3 More Than Two CSCs or PARs

For two series capacitors or two phase shifters, an analytical proof of

small�signal stability of the proposed control scheme was given in Section

4.1.3. Here, the validity of the control scheme for load �ow control with

more than two CSCs or PARs is discussed.

4.3.1 Discussion of the Problem

The analytical proof of small�signal stability given in Section 4.1.3 de-

pends on the comparatively simple expression for the eigenvalues of a
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2� 2�matrix. For n controllable devices in a system, the real parts of the

eigenvalues of a n� n�matrix have to be evaluated. This corresponds to

�nding the zeros of a polynomial of nth order.

For polynomials of 3rd and 4th order, closed form solutions exist. However,

these are quite complicated and therefore of little use. For polynomials of

order 5 and higher, closed form solutions do not even exist in the general

case. Thus, that approach is not feasible.

It is, of course, possible to compute the eigenvalues of larger matrices

numerically to �nd out whether the controlled system with an arbitrarily

high number of devices and independent controllers is stable. However,

that only shows stability for one particular system with one particular

con�guration, that is, one combination of controllable devices.

Still, one can argue that a system controlled with the proposed control

scheme will in general be stable, as long as there is at least one uncon-

trolled path with su�cient power transfer capability for the active power
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Figure 4.13. Results for Control of Lines 2 and 14 with PAR

�ow to each load. These alternative paths will then �compensate� the

forced variations in the load �ow pattern, thereby providing damping for

oscillatory hunting patterns that might develop between the controllers.

For the special case that K = [k1; k2; : : : ; kn]
T ; k1 = k2 = : : : = kn, a

more formal proof of small�signal stability can be given.

The state equations of the system in Figure 4.14 are, if for now K = I,

_x = �F (x) + u

v = x :
(4.8)

The problem in (4.3) is the function F (v) that connects the settings of the
FACTS devices and the load �ows in the lines. If this function is replaced

by its linearization S = dF
dv
,

_x = �Sx+ u

v = x
(4.9)
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is obtained. The stability of this linear system depends on the eigenvalues

of �S. With the property of the linearization given in 4.3, Gershgorin's

theorem [42] can be used to estimate these eigenvalues:

Gershgorin's theorem: The eigenvalues of the n�n matrix A lie in the

union of n circles in the complex plane, each with center aii and radius

ri =
P

j 6=i

jaij j (sum of o�-diagonal elements in row i). They also lie in the

union of n circles, each with center in aii and radius r0i =
P

j 6=i

jajij (sum of

o�-diagonal elements in column i).

The Gershgorin�circles for S are centered around the positive diagonal

elements Sii. According to (4.3), the radii of those circles are smaller than

Sii. Thus the eigenvalues of S are all positive, the eigenvalues of �S are

all negative, and (4.9) is stable.

Introducing K 6= I leads to replacing S with KS in (4.9). With ki =
const. > 0, the same argument holds.

4.3.2 Some Simulations

For all simulations the IEEE 30 bus test system, as described in Section

4.1.5, was used.

Figures 4.15 and 4.16 show the results of load �ow control in lines 2, 7, and

14 using CSCs in these lines. The simulations start at the eight corners

of the control volume, which is obtained for series compensations between

0% and 70% of the line reactances. In each case, the desired load �ow is

1.05 pu, 0.87 pu, and 0.32 pu in lines 2, 7, and 14 respectively. Figure

4.15 shows the trajectories in state space, Figure 4.16 the change in the

series compensations.
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Figures 4.17 and 4.18 show similar results for controlling lines 2, 6, and 7.

Again, the simulations start in the corners of the control volume. The set

load �ow pattern here is 0.99 pu, 0.69 pu, and 0.65 pu in lines 2, 6, and

14 respectively, which, again, is in the middle of the control volume.

Simulation results for the same line combinations, but using PARs, are de-

picted in Figures 4.19�4.22. The set load �ow pattern for controlling lines

2, 7, and 14 was 0.85 pu, 0.91 pu, and 0.26 pu respectively; for controlling

lines 2, 6, and 7 these values are 0.9 pu, 0.7 pu, and 0.9 pu. These load

�ow patterns are near the middle of the control volume obtained for PARs

with the capability to vary their phase angle from �10� to 10�. Figures

4.19 and 4.21 show the variations of line �ows; Figures 4.20 and 4.22 show

the changes in the phase angles.

None of these results show signs of undamped, or even weakly damped

oscillations. Only slight overshoots are visible. The proposed control

scheme is obviously usable. Comparing the situations where the power

�ow is controlled with CSCs to those where PARs are used, it is evident

that the control volume using PARs can be much larger. In [38], it has

been shown that the rating of a series capacitor is essentially the same

as the rating of a phase shifter for the same �ow of active power. Thus,

the increased control range is also connected to an increase of the power

rating of the phase shifter.

4.4 Comparison of PAR and CSC for Load Flow

Control

Since the proposed control scheme can be used for both devices, the deci-

sion whether CSCs or PARs should be used for load �ow control depends

on factors other than the overall performance of the controlled system:

Controllability: The control range using PARs is in general larger than

the control range using CSCs. In highly loaded lines, CSCs come

closer to PARs in that aspect. The rating of the devices is deter-

mined by the maximum load �ow through the line in which they are

located.

Costs: At the present time, both devices are expensive. However, the

ongoing research in new materials for semiconductors, here especially



4.4. Comparison of PAR and CSC for Load Flow Control 49

Control Volume Edges

0.9 0.95 1 1.05 1.1 1.15 1.2 1.25
0.75

0.8
0.85

0.9
0.95

10.3

0.31

0.32

0.33

0.34

0.35

0.36
0,0,0

0,0,70
0,70,0

0,70,70
70,0,0

70,0,70
70,70,0

70,70,70

P
ow

er
 F

lo
w

 in
 L

in
e 

14

Power Flow in Line 2
Power Flow in Line 7

Figure 4.15. Results for Control of Lines 2, 7, and 14 with CSC

Control Volume Edges

0 0.1 0.2 0.3 0.4 0.5 0.6 0
0.1

0.2
0.3

0.4
0.5

0.6

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0,0,0
0,0,70
0,70,0

0,70,70
70,0,0

70,0,70
70,70,0

70,70,70

C
om

pe
ns

at
io

n 
in

 L
in

e 
14

Compensation in Line 2 Compensation in Line 7

Figure 4.16. Results for Control of Lines 2, 7, and 14 with CSC



50 Chapter 4. Load Flow Control Using CSC and PAR

Control Volume Edges

0.8 0.85 0.9 0.95 1 1.05 1.1 1.15
0.5

0.6
0.7

0.8
0.9

0.7

0.8

0.9

0,0,0
0,0,70
0,70,0

0,70,70
70,0,0

70,0,70
70,70,0

70,70,70

P
ow

er
 F

lo
w

 in
 L

in
e 

7

Power Flow in Line 2 Power F
low in Line 6

Figure 4.17. Results for Control of Lines 2, 6, and 7 with CSC

Control Volume Edges

0
0.1

0.2
0.3

0.4
0.5

0.6
0

0.1
0.2

0.3
0.4

0.5
0.6

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0,0,0
0,0,70
0,70,0

0,70,70
70,0,0

70,0,70
70,70,0

70,70,70

Compensation in Line 2 Compensation in Line 6

C
om

pe
ns

at
io

n 
in

 L
in

e 
7

Figure 4.18. Results for Control of Lines 2, 6, and 7 with CSC



4.4. Comparison of PAR and CSC for Load Flow Control 51

Control Volume Edges

0.5
0.6

0.7
0.8

0.9
1

1.1
1.2

1.3 -1
-0.5

0
0.5

1
1.5

2
2.5

3
3.5

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

10,10,10
10,10,-10
10,-10,10

10,-10,-10
-10,10,10

-10,10,-10
-10,-10,10

-10,-10,-10

P
ow

er
 F

lo
w

 in
 L

in
e 

14

Power Flow in Line 2 Power F
low in

 Line 7

Figure 4.19. Results for Control of Lines 2, 7, and 14 with PAR
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silicon carbide (SiC), might lead to considerably lower prices for

thyristors, GTOs, and similar components. That could decrease

the costs for CSCs considerably; PARs on the other hand contain

transformers, which will certainly not become substantially cheaper

in the foreseeable future. However, a number of phase shifters with

mechanical switches, now able to change their phase angle in steps,

are in use. These could be equipped with semiconductor switching

gear, thus enabling them to change their phase angle continuously.

This would obviously be a cheaper alternative.

Universal Applicability: Both devices have, in research papers, been

used to control power system dynamics. The number of papers

dealing with the CSC seems quite a bit larger.

Neither of those two devices has an overwhelming advantage over the

other. The decision on the appropriate device will have to be made on a

case�by�case basis.

4.5 Load Flow Control in Systems Close to

Collapse

Typically, AC power systems are operated considerably below the thermal

rating of their lines. Limiting for the power transmission is often one

type of system instability called voltage collapse, characterized by a slow

decrease in bus voltage magnitude as some system parameters, particularly

the system load, increase gradually, followed at the collapse by a rapid

decrease in voltage magnitude.

The amount of load that the system can supply in a given direction with-

out loss of steady�state stability is often called the loadability margin. It

has been shown that the loadability margin can be increased considerably

by the use of FACTS devices [43].

However, it is conceivable that, in a system which is already close to its

loadability margin, load �ow control has a detrimental e�ect. Parts of

the system might be pushed beyond the loadability margin, causing a

voltage collapse situation. For highly loaded systems, such a situation

can be considered during the design of the load �ow control. However, it

cannot be ruled out that a system which normally has a large loadability
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margin suddenly su�ers a dramatic decrease of loadability margin, or even

becomes directly unstable, due to contingencies, unusual load patterns, or

loss of generators.

The proposed control scheme does not in itself deal with these issues,

since it only provides a way to achieve a desired load �ow pattern in the

electric power system. The desired load �ow pattern can be determined

by contractual requirements, optimal system operation, or system secu-

rity; see Figure 4.23. Voltage stability issues have to be addressed in the

determination of the desired load �ow pattern.

Load Flow
Control FACTS

inputs
u

Load Flow
Pattern

Contractual Requirements
Optimization

System Security setpoints
w*

Figure 4.23. Higher Level Controller for Setting Control Inputs



Chapter 5

On the Placement of CSCs

So far, few FACTS devices are installed in existing power systems. Since

these devices are meant to be employed in large AC power systems, there

is a need to develop tools to investigate their optimal location in a given

system. This chapter addresses the optimal location of these devices for

load �ow control.

It is not quite obvious which location of a FACTS device is optimal to

control the load �ow in a given line. CSCs, for example, are most e�ective

in highly loaded lines [38]. Placed in a highly loaded line, a CSC may

well have a larger e�ect on another, lightly loaded, line than when it is

installed in the latter. Besides, it is desirable to �nd a method that allows

consideration of other criteria than load �ow, like cost, system stability,

or optimal placement for oscillation damping.

5.1 De�nitions

Sign Convention

The active power �ow W through a line k connecting buses i and j is

considered positive if active power is transmitted from bus i to bus j; it

is considered negative if active power is transmitted from bus j to bus i:

Wk

�

> 0 =) Power transmission from bus i to bus j

< 0 =) Power transmission from bus j to bus i
(5.1)

55
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Sensitivity

The sensitivity of an output variable � to a control variable � can be

de�ned in two ways:

Ŝ�� =
@�

@�
(5.2)

or

S�� =
@�

@�
�
�

�
(5.3)

When investigating the sensitivities of active power �ows in lines k to

series capacities in lines l, Sw
k ;l

, the de�nition given in Equation (5.3),

sometimes also called relative sensitivity, has some advantages:

� Sw
k ;l

is dimensionless. Therefore the sensitivities for di�erent voltage

levels are commensurable.

� The possible series compensation in a line is usually not limited by

the absolute size of the capacitor, but the limit is relative to the

series reactance of the line. This is taken into account when using

the de�nition given in Equation (5.3).

� For the control of active power �ow, the absolute value of the active

power �ow is of interest. With this de�nition, the sign of the entry

in the sensitivity matrix corresponds to the change of the absolute

value of the active power �ow.

Further, only the de�nition given in Equation (5.3) will be used, that is,

Sw
k ;l

=
@Wk

@xl
�
xl

Wk

: (5.4)

The �rst fraction in this de�nition is essentially the sensitivity of the

line �ows to the series compensation in a line. These sensitivities can be

determined by simulation of small perturbations in xl; they can also be

determined analytically; see Appendix C.

5.2 Placing one CSC

Using the de�nitions above, the investigation starts with the simplest case,

that is, the placement of one device in the system.
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5.2.1 Controllability

The sensitivity Sw
k ;l

is a direct measure for the controllability of the active

power �ow in line k by a controllable series capacitor in line l.

Example: If we want to raise the active power �ow in line 33 of the

IEEE 30 bus test system, the sensitivity for a CSC in the same line is

Sw33; 33
= 0:128. Since the diagonal entry in the sensitivity matrix is not

the largest entry in this row, a CSC in another line will result in a larger

control range. In Figure 5.1, the control ranges of the active power �ow

in line 33 by CSCs in line 33, 7, and 5 are shown. These control ranges

have been determined using a full nonlinear load �ow. The corresponding

entries in the sensitivity matrix are Sw33; 33
= 0:128, Sw33; 5

= 0:151, and
Sw33; 7

= 0:396.
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Figure 5.1. Change of Active Power Flow in Line 33

5.2.2 Cross Coupling

The cross coupling, that is, the e�ect that a CSC in one line has on

the active power �ow in another line, is determined by the o�-diagonal
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elements in the sensitivity matrix.

Example: The CSC in line 7 from the previous example has considerable

stronger side e�ects on some other lines than the CSC in line 33. Two

examples from the sensitivity matrix are

1. Sw8; 33
= 0:000 whereas Sw8; 7

= 0:191 =) strong rise in active power

�ow in line 8 with rising series compensation in line 7

2. Sw21; 33
= 0:000 whereas Sw21; 7

= �0:564 =) line 21 alleviated with

rising series compensation in line 7.

The simulation results, again from a full nonlinear load �ow computation,

shown in Figures 5.2 and 5.3 con�rm these predictions.
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Figure 5.2. In�uence of CSC in Lines 7 or 33 on Load Flow in Line 8

5.2.3 Load Alleviation

If the goal is to decrease the active power �ow in a line k to a value that

is lower than the load �ow in the original system, the CSC will always
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Figure 5.3. In�uence of a CSC in Lines 7 or 33 on Load Flow in Line

21

have to be in a line di�erent from the line where the line load, that is,

the active power �ow through the line, should be alleviated since a CSC

can only increase the active power �ow in the line in which it is situated.

Suitable lines are lines l for which Sw
k ;l

is negative.

Example: The minimum value of row 9 in the sensitivity matrix is

Sw9; 5
= �0:804. Therefore a CSC in line 5 is optimal for alleviating line 9.

The next best choice would be a CSC in line 1, but since Sw9; 1
= �0:088

the e�ect will be much weaker. Simulation results are shown in Figure 5.4

and con�rm these predictions.

5.3 Placing Several CSCs

In order to control the active power �ow in more than one line, more than

one CSC will be needed in the power system. Since these devices in�uence

more than only one branch, they might have detrimental or augmentative

e�ects on each other. The sensitivity matrix can be used as a tool for
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Figure 5.4. Change of Active Power Flow in Line 33

investigating these e�ects. Of interest are the row sums in the sensitivity

matrix corresponding to the lines in which the CSCs are located.

5.3.1 Method

The proposed algorithm for the placement of the CSCs devices is quite

straightforward:

1. Compute the sensitivity matrix S for the system.

2. De�ne some objective function that returns a scalar value propor-

tional to the �desirability� of a particular con�guration.

3. For each combination of device placements, compute this scalar

value. Store the successive values in a list.

4. Sort the list.

5. Return the �rst m elements of the list, that is, those elements that

have the largest �desirability� or optimality. This delivers them best

placements.
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The objective function in Step 2 should contain the design speci�cations.

Basically, any quanti�able design criterion can be considered. Some pos-

sible criteria are:

� Controllability range.

� Minimal cross coupling.

� Minimal cost.

� Change of load �ow positive / negative.

� Impact on system stability.

� Possibility of damping oscillation modes.

5.3.2 Computational aspects

In a power system with n lines, there are in principle N =
�

n
k

�

possibilities

to place k CSCs. Due to practical limitations, series compensation may

not be feasible in all lines; that is, n may be smaller than the number of

lines in the system. This means that N line sums have to be computed and

evaluated in order to be sure that an optimal placement for the devices

is found. This is only feasible for small systems or a small number of

series devices. For locating 3 CSCs in the test system, we have 10660

possibilities; for 4 CSCs 101270. This shows that even for comparatively

small systems, more advanced methods, will have to be employed.

5.3.3 Validity of the Linearization

The sensitivity matrix is strictly valid only in the operating point for which

it has been computed. Therefore, the results we obtain might not be quite

reliable. A more thorough investigation of a number of the best results

will, however, reveal �the best� possibility.

5.3.4 Examples

The results obtained from the following examples are given in Tables 5.1�

5.10 and Figures 5.5�5.14. The tables give the ten �best� possibilities
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for each example according to the proposed algorithm with the optimal-

ity, that is, the value of the objective function, for each con�guration.

The �gures show the control areas obtained for the �rst seven of these

con�gurations. The depicted control areas were obtained using nonlinear

simulations.

Placing CSCs for Controlling Load Flow in Lines 30 and 35

Lines 30 and 35 are highly interdependent, since all changes in load �ow

through these lines must be compensated by an inverted change of load

�ow through line 31.

Maximizing Controllability. To maximize controllability, the expres-

sion

Sw30
� Sw35

= Sw30;i

� Sw35;j

� Sw30;j

� Sw35;i

(5.5)

is used to determine the optimality. i and j are the lines containing a

CSC. This expression uses the entries of the sensitivity matrix to form

two vectors pointing in the directions where the load �ow will change in

both lines. Each vector corresponds to the change of load �ow in both

lines by changing the compensation of one CSC. The expression delivers

the area of the rhombus these two vectors span, and since the vectors'

length is given by the sensitivities of the line �ows of the controlled lines,

that area is proportional to the expected control area.

Table 5.1 and Figure 5.5 show the results of this procedure. Generally,

with decreasing optimality, the control area gets smaller. This validates

the proposed method.

Maximizing Controllability Given the Direction of the Change of

Load Flow. Often, when controlling load �ow, it is given in the design

whether the loading of a certain line should increase or decrease from the

loading in the uncompensated system. Incorporating this knowledge in

the objective function is straightforward; cases where Sw30;i

+ Sw30;j

and

Sw35;i

+Sw35;j

are positive or negative for increase or decrease of load �ow

respectively, are assigned optimality 0.

Tables 5.2�5.5 and Figures 5.6�5.9 show results that were obtained using

this knowledge. A +�sign following a line number means that the load
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Nr. Optimality Line 1 Line 2

1 0.0604574 14 18

2 0.0524747 14 30

3 0.0492398 7 14

4 0.0491557 18 31

5 0.048942 7 31

6 0.0386885 30 31

7 0.0377679 31 35

8 0.0373054 18 35

9 0.0349903 30 35

10 0.0340536 18 27

.

.

.
.
.
.

.

.

.
.
.
.

Table 5.1. Controlling Lines 30 and 35. Objective function is given by

Equation (5.5).
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Figure 5.5. Control Areas for Lines 30 / 35
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�ow in that line should be increased, a -�sign means the load should be

decreased.

Again, the approximation agrees with the simulations. It can be observed

that even when the load �ow in both lines should be increased, it is not

the best solution to place the CSCs in lines 30 and 35, as one might

expect. Usually, not the whole control area lies within the desired area,

which gives an additional reason for checking the results obtained from

the optimization.

Placing CSCs for Controlling Load Flow in Lines 2 and 14

To give an example using less interdependent lines, the same investigations

are carried out for load �ow control in lines 2 and 14. These lines are

quite independent; a change of load �ow in these lines is compensated by

changes of load �ow in many other lines.

The optimality is here determined by

Sw2;i

� Sw14;j

� Sw2;j

� Sw14;i

; (5.6)

and when it is known whether the load �ow should increase or decrease,

the signs of Sw30;i

+ Sw30;j

and Sw5;i

+ Sw35;j

are considered.

The optimal lines according to the proposed algorithm are given in Tables

5.6�5.10; corresponding simulation results for some of these are shown in

Figures 5.10�5.14.

Again, the predictions are con�rmed, and the predictions have the same

limits as in the case where lines 30 and 35 were considered.

5.4 Summary

The usefulness of the sensitivity matrix that links series compensation

and load �ow for determining the optimal location of CSCs has been in-

vestigated in this chapter. Examples for the application of this sensitivity

matrix were given and the predictions made in these examples were ver-

i�ed using nonlinear simulations. The simulation results agreed with the

predictions, that is, the sensitivity matrix can be used for placing CSCs.
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Nr. Optimality Line 1 Line 2

1 0.0373054 18 35

2 0.0349903 30 35

3 0.0330902 18 41

4 0.031047 30 41

5 0.0228133 25 35

6 0.0202514 25 41

7 0.0202082 7 30

8 0.016408 7 18

9 0.0151154 32 35

10 0.0134846 1 30

.

.

.
.
.
.

.

.

.
.
.
.

Table 5.2. Controlling Lines 30+ and 35+. Objective function is given

by Equation (5.5).
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Figure 5.6. Control Areas for Lines 30+ / 35+
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Nr. Optimality Line 1 Line 2

1 0.048942 7 31

2 0.0377679 31 35

3 0.0339863 7 27

4 0.0335693 31 41

5 0.0263481 27 35

6 0.0245363 7 35

7 0.0234187 27 41

8 0.021741 7 41

9 0.0212706 7 28

10 0.017428 7 25

.

.

.
.
.
.

.

.

.
.
.
.

Table 5.3. Controlling Lines 30- and 35+. Objective function is given

by Equation (5.5).
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Figure 5.7. Control Areas for Lines 30- / 35+
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Nr. Optimality Line 1 Line 2

1 0.0604574 14 18

2 0.0524747 14 30

3 0.0491557 18 31

4 0.0386885 30 31

5 0.0340536 18 27

6 0.030479 14 25

7 0.0267661 27 30

8 0.0226085 14 32

9 0.0213323 18 28

10 0.0167759 28 30

.

.

.
.
.
.

.

.

.
.
.
.

Table 5.4. Controlling Lines 30+ and 35-. Objective function is given

by Equation (5.5).
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Figure 5.8. Control Areas for Lines 30+ / 35-
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Nr. Optimality Line 1 Line 2

1 0.0492398 7 14

2 0.0328185 14 31

3 0.0262162 6 31

4 0.0252032 6 14

5 0.0231213 1 31

6 0.0230333 14 27

7 0.0215447 14 35

8 0.0204572 5 31

9 0.0199217 1 14

10 0.019195 14 41

.

.

.
.
.
.

.

.

.
.
.
.

Table 5.5. Controlling Lines 30- and 35-. Objective function is given by

Equation (5.5).
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Figure 5.9. Control Areas for Lines 30- / 35-
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Nr. Optimality Line 1 Line 2

1 0.0939862 2 14

2 0.0541938 1 14

3 0.0315778 2 7

4 0.0235141 3 14

5 0.0232857 6 14

6 0.0187091 4 14

7 0.0180985 1 7

8 0.0162724 5 14

9 0.0124287 2 3

10 0.0105481 2 6

.

.

.
.
.
.

.

.

.
.
.
.

Table 5.6. Controlling Lines 2 and 14. Objective function is given by

Equation (5.6).
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Figure 5.10. Control Areas for Lines 2 / 14
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Nr. Optimality Line 1 Line 2

1 0.0939862 2 14

2 0.0315778 2 7

3 0.0187091 4 14

4 0.0105481 2 6

5 0.00948566 7 14

6 0.00628546 4 7

7 0.00323646 9 14

8 0.00165353 4 25

9 0.00158732 4 31

10 0.00141527 8 14

.

.

.
.
.
.

.

.

.
.
.
.

Table 5.7. Controlling Lines 2+ and 14+. Objective function is given

by Equation (5.6).
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Figure 5.11. Control Areas for Lines 2+ / 14+
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Nr. Optimality Line 1 Line 2

1 0.0541938 1 14

2 0.0235141 3 14

3 0.0232857 6 14

4 0.0180985 1 7

5 0.0162724 5 14

6 0.00888819 6 7

7 0.00664595 3 7

8 0.00635144 1 6

9 0.00617981 5 7

10 0.00571828 3 6

.

.

.
.
.
.

.

.

.
.
.
.

Table 5.8. Controlling Lines 2- and 14+. Objective function is given by

Equation (5.6).
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Figure 5.12. Control Areas for Lines 2- / 14+
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Nr. Optimality Line 1 Line 2

1 0.0124287 2 3

2 0.010494 2 18

3 0.00866081 2 19

4 0.0083066 2 25

5 0.00797399 2 31

6 0.00706032 2 5

7 0.00688266 2 13

8 0.00552254 2 27

9 0.00531568 2 35

10 0.00497611 2 22

.

.

.
.
.
.

.

.

.
.
.
.

Table 5.9. Controlling Lines 2+ and 14-. Objective function is given by

Equation (5.6).
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Figure 5.13. Control Areas for Lines 2+ / 14-
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Nr. Optimality Line 1 Line 2

1 0.00689465 1 3

2 0.00605274 1 18

3 0.00499496 1 19

4 0.00391825 3 5

5 0.00264558 3 18

6 0.00247287 3 4

7 0.00217839 3 19

8 0.00208859 3 25

9 0.00199384 3 31

10 0.00180545 5 18

.

.

.
.
.
.

.

.

.
.
.
.

Table 5.10. Controlling Lines 2- and 14-. Objective function is given by

Equation (5.6).
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Figure 5.14. Control Areas for Lines 2- / 14-



74



Chapter 6

Characteristics of the UPFC

In this chapter, the bene�ts of using a UPFC for load �ow control are

discussed. There are some papers that show the characteristics of a UPFC

in a system where no parallel lines to the controlled line exist [44, 45, 46].

Here, some characteristics for a larger, more realistic system, namely the

IEEE 30 bus system, will be shown.

The series part of the UPFC has two control parameters, r and , which

are the magnitude and the phase angle of the injected voltage respec-

tively. Thus, it is in principle feasible to control quantities other than

load �ow. Here, the controllability of the magnitude of the bus voltages,

from here on simply called bus voltages, at the buses that are connected

by the line is investigated. Controlling the bus voltages is approximately

equivalent to controlling the reactive power �ow, just like controlling the

load �ow is approximately equivalent to controlling the voltage angle at

the buses. The feasibility of controlling the bus voltages and the load �ow

simultaneously is discussed.

6.1 Load Flow

Figure 6.1 shows the load �ow in line 14 with a UPFC in that line.  is

kept constant at various values while r varies from 0 to 0.1. From this

�gure follows

75
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� that the controllability of the load �ow with r is maximal when

 = �=2 for increasing load �ow and when  = 3=2 �� for decreasing

load �ow.

� that the controllability of the load �ow with r is minimal when  = 0
and when  = �.

� that the relationship between r and load �ow is strictly monotonic

for �xed .

It should be noted that the monotonicity is preserved if r is varied from

�rmax to rmax, while  is held at �=2. The characteristics are then the

same as those obtained when regulating r from rmax to 0 with  = 3=2 ��,
then switching  to �=2 and regulating r from 0 to rmax.

Figure 6.2 again shows the load �ow in line 14 with a UPFC in that line.

In this case, r is kept constant at various values and  is varies from 0 to

2�. Again, some conclusions can be drawn:

� The controllability of the load �ow is maximal if r is maximal.

� There are two regions where the relationship between  and the

load �ow are monotonic: From about �=2 to about 3=2 � �, the
load �ow is monotonically decreasing with , and from about 3=2 �
� to about �=2, the load �ow is monotonically increasing with .

However, these values are approximate since the extrema are not

exactly at �=2 and 3=2 � �. This is somewhat more pronounced in

Figure 6.3, where the same relations are shown for a UPFC in line

33. The easiest place where this is visible is at the crossings with

the uncontrolled load �ow (the line r = 0), which are not exactly at

0 and �.

Figure 6.4 shows these relations in one single three�dimensional picture.

Hence, if load �ow control is the only concern,  should be kept at �=2
and r should be varied from �rmax to rmax. Even though the maximal

controllability is not exactly at �=2, only little of the controllability is lost

since the characteristic curve is quite �at around this value. With these

settings, the relationship between the control variable r and the load �ow

is monotonic, and the control scheme with independent integral controllers

can again be used.



6.1. Load Flow 77

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

0 0.02 0.04 0.06 0.08 0.1

γ=0

γ=π/2
γ=π/4

γ=π
γ=5/4 π
γ=3/2 π
γ=7/4 π

γ=3/4 π
L

oa
d 

Fl
ow

 L
in

e 
14

 [
pu

]

r [pu]

Figure 6.1. UPFC in Line 14;  = const; Load Flow in Line 14
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Figure 6.2. UPFC in Line 14; r = const; Load Flow in Line 14
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Figure 6.3. UPFC in Line 33; r = const; Load Flow in Line 33
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Figure 6.4. UPFC in Line 14; Load Flow in Line 14
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6.2 Bus Voltages

A UPFC in a line in�uences the voltages at both ends of that line. There-

fore, the investigation on the dependency of the bus voltages has to be

carried out for both buses at the ends of the line.

Figures 6.5 and 6.6 show the voltages at the respective buses when  is

kept constant at various values and r is varied from 0 to 0:1. From these

�gures, it can be concluded

� that the maximum controllability is near  = 0 and  = �. The

relation between the voltages at both ends is such that the voltage

in one bus increases while the voltage in the other bus decreases.

� The relationship between the voltage and r is not necessarily mono-

tonic. This is visible from the curves where  = �.

Figures 6.5 and 6.6 show the bus voltages if r is kept constant at some

values and  is varied from 0 to 2�. The following observations can be

made:

� The controllability of the voltages is maximal when r is maximal.

� The voltages at the buses have their maxima and minima respec-

tively around 0 and �. Again, the voltage in one bus increases when

the voltage in the other bus decreases.

Figures 6.7 and 6.8 show the voltages versus r and  in three dimensions.

Figures 6.11 and 6.12 show the voltages at the buses as a locus curve.

Depicted are the endpoints of the voltage vectors at the buses when r = 0:1
and 0 �  � 2�. The reference voltage with an angle of 0� is the voltage
at the slack bus. These curves are fairly close to circles, arising from the

fact that voltage that is injected by the UPFC moves in a circle when  is

varied between 0 and 2�. However, this circle�like shape can be severely

deformed: Figure 6.13 depicts the movement of the bus voltage at bus 10

for a UPFC in line 27. The main di�erence between line 14 and line 27 is

that line 14 is heavily loaded while line 27 is a fairly lightly loaded line.
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Figure 6.5. UPFC in Line 14;  = const; Voltage at Bus 9
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Figure 6.6. UPFC in Line 14;  = const; Voltage at Bus 10
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6.3 Simultaneous Voltage and Load Flow

Control

Is it feasible to use the UPFC to control load �ow and bus voltages at the

same time? From the observations in the previous section, it is clear that

r is the best choice for the load �ow control. Figure 6.14 depicts the load

�ow and the bus voltages when r = const in one diagram. From this and

the observations in the last section, several points can be made that are

against combining load �ow and bus voltage control:

� The controllability of the bus voltages is maximal when the control-

lability of the load �ow is minimal.

� To enable voltage control, a large part of the controllability of the

load �ow must be sacri�ced by setting  to a value di�erent from

�=2.

� The controllability and the characteristic curves for voltage control

depend on the system and the location of the UPFC in the system.
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However, there is a di�erent possibility for controlling the bus voltages:

The shunt part of the UPFC can be used to inject or extract reactive

power from the bus. This will be discussed further in the next chapter.
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Chapter 7

Load Flow Control Using the

UPFC

Now that the characteristics of the UPFC have been established in the

last chapter, this chapter deals with the use of the UPFC for power �ow

control. Since the UPFC, if used with a constant , is a monotonic device,

the control scheme is expected to work in the same way as for CSCs and

PARs. This is con�rmed in the �rst section. In the second section, the

ability of the UPFC to independently inject or absorb reactive power at

a bus independently of the load �ow control is investigated.

7.1 Load Flow Control Only

If the UPFC is operated with r as the control variable and  �xed at

�=2, the controllability of the load �ow in the line where UPFC is located

is maximized. For reasonably small values of r, the UPFC acts in this

control mode very similar to a PAR. Further, with  = const., the UPFC

has a monotonic characteristic. The load �ow increases with r, just like

the line �ow increases with the series capacitance in case of the CSC and

the phase angle in case of the phase shifter. Thus, the same control scheme

can be used, and neither oscillation problems nor stability problems are

expected in the control of power �ows.

This is veri�ed by the simulation results in Figure 7.1 and 7.2. Figure 7.1

shows the result for controlling the load �ow in lines 2, 6, and 14. The
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simulation starts in the corners of the control volume, and the setpoint

of the controllers is 0.55 pu, 0.4 pu, and 0.25 pu in lines 2, 6, and 14

respectively. Figure 7.2 shows on principle the same simulation, only for

lines 2, 6, and 7, and with setpoints of 0.55, 0.5, and 0.75 pu. In both

cases, the convergence is smooth and unproblematic.
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Figure 7.1. Load Flow Control in Lines 2, 6, and 14

7.2 Load Flow Control and Bus Voltage Control

As mentioned in the previous chapter, the UPFC has one control param-

eter that has not been investigated yet: The parallel branch of the UPFC

can be used to inject reactive power into or absorb reactive power from

the bus it is located at. In other words, the parallel branch of the UPFC

can be used as an independent controllable shunt reactive power source.

In this section, one possible application of this feature is discussed: the

voltage at the bus with the parallel branch of the UPFC is kept constant

at the value it has when r = 0.

As examples, three di�erent lines are used: line 2, which ends in the slack

bus; line 14, which is close to a PU�bus; and line 30, which is far from any

PU�bus and has PQ�buses at both ends. Further, it is assumed that the

voltage control is instantaneous compared to the load �ow control; this

can be achieved by an appropriate fast controller.
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Figure 7.2. Load Flow Control in Lines 2, 6, and 7

First, a look at the bus voltages is provided. Figures 7.3, 7.4, and 7.5

show the voltages at both ends of the three lines when

� the voltages at both buses are not controlled.

� the voltage at the �rst bus is controlled.

� the voltage at the second bus is controlled.

For line 2, it obviously does not make sense to regulate the voltage at the

slack bus: the voltage at the slack bus is by de�nition constant; the same

is valid at PU buses. For lines 14 and 30, results for voltage control of

both buses, one at a time, when r is varied from -0.1 to 0.1, are provided.

A couple of observations can be made:

� For line 14, when the voltage at bus 10 is controlled, the voltage

at bus 9 changes only very little. This can be explained with the

proximity of bus 9 to a PU�bus.

� Controlling the voltage at one bus has, as one would expect, a strong

in�uence on the voltage at the other bus. In general, a pattern is

not recognizable.
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Figure 7.5. Voltages at Buses in Line 30

Next, the in�uence of the voltage control on the load �ow control is inves-

tigated. No large in�uence is expected, since the load �ow though a line

mainly depends on the di�erence of the voltage angles at the ends of the

line. Figures 7.6, 7.7, and 7.8 show the load �ow in the three lines when

r is varied from -0.1 to 0.1, again, without voltage control, with voltage

control at the �rst bus, and with voltage control at the second bus. For

line 2, the same exception as above applies.

For all lines, in Figures 7.7 the load �ow varies slightly depending on the

voltage control. However, the variations are very small.

Of course, the control of the bus voltages comes at a cost. Without bus

voltage control, the parallel branch of the UPFC, that is, converter 1,

only has to transfer the active power that is injected into the line by the

series branch, that is, converter 2. When the bus voltages are controlled

by injecting reactive power into the buses, the power rating of converter

1 and the series transformer changes from Sconv1 = Pconv1 = Pconv2 to

Sconv1 =
p

P 2
conv1 +Q2

conv1. To give an idea of the relative magnitude

of Pconv2 and Qconv2, Figures 7.9, 7.10, and 7.11 are provided. In these

�gures, the active power injected by the series branch and the reactive
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Figure 7.8. Load Flow in Line 30

power injected into the controlled bus are plotted with the same scale.

In all �ve cases, the maximum reactive power injected to keep the bus

voltage constant is considerably larger than the active power injected for

load �ow control. The rating of converter 1 therefore has to be increased

considerably for the bus voltage control. Table 7.1 shows the ratings for

converter 1 with and without bus voltage control.

Line Controlled Bus jP jmax

p

jP j2max + jQj2max

2 3 0.045 0.347

14 9 0.078 0.259

14 10 0.040 0.364

30 15 0.096 0.170

30 23 0.050 0.251

Table 7.1. Ratings for Converter 1 With and Without Bus Voltage

Control
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Figure 7.9. Line 2: Active and Reactive Power in Converters 1 and 2
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respectively



7.3. Summary 95

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25

-0.1 -0.05 0 0.05 0.1

Line 30, Reactive Power Converter 1, Bus 15 Regulated
Line 30, Active Power Converter 2, Bus 15 Regulated

Line 30, Active Power Converter 2, Bus 23 Regulated
Line 30, Reactive Power Converter 1, Bus 23 Regulated

A
ct

iv
e/

R
ea

ct
iv

e 
Po

w
er

r [pu]

Figure 7.11. Line 30: Active and Reactive Power in Converters 1 and 2

respectively

7.3 Summary

As expected, if  is kept constant and r is varied, the proposed control

scheme can be used. Further, the bus voltages can be controlled with the

parallel branch of the UPFC. This, however, comes at a cost: the ratings

of the parallel transformer and the corresponding converter have to be

increased considerably.
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Chapter 8

On the Large Signal Stability

of the Control Scheme

In this chapter, the large signal stability of the control scheme is inves-

tigated. A concise description of some methods and their background,

mainly from [47] and [48] for determining the input�output stability of

feedback systems is given. Then, the input�output stability of the control

system is discussed, and arguments for stability of the controlled system

are given. The chapter concludes with a description and simulation of an

unstable situation.

8.1 Preliminaries

Before the large signal stability of the load �ow controller is investigated,

some de�nitions and theorems and their background are described in this

section.

8.1.1 The Nonlinear Nyquist Criterion

The nonlinear Nyquist criterion [49], also called circle criterion, is valid for

single�input single�output systems when one component of the feedback

loop is linear and the other component is nonlinear; see Figure 8.1. The

idea is to put bounds on the nonlinearity of f(�), that is, to limit the

gain of the nonlinear function; see Figure 8.2. Once these bounds are

97



98 Chapter 8. On the Large Signal Stability of the Control Scheme

G(s)

f(.)

Σ+

-

yu

Figure 8.1. Feedback Loop with Linear Block G (s ) and Nonlinear Block
f (: )

k y
2

f(y)

k y
1

y

f(y)

Figure 8.2. Bounds on the Nonlinearity



8.1. Preliminaries 99

established, the nonlinear Nyquist criterion can be used:

Nonlinear Nyquist criterion: Let C be a circle in the complex plane

with the center on the real axis and passing through the points �1=k1 and
�1=k2. The con�guration in Figure 8.1 is stable if G(s) has no poles in

the right half plane and its Nyquist plot does not intersect or encircle C.

An example for the nonlinear Nyquist criterion with a stable system is

given in Figure 8.3.

-1

ωG(j  )

k1

1
2k

1

Im

Re

Figure 8.3. Conditions on the Nyquist Curve

8.1.2 Dynamical Systems, Graphs and Input�Output

Stability

A dynamical system is an object that produces an output signal for each

input signal. A signal is a �reasonable� (for example, piecewise continuous)

vector�valued function u : t �! R
n
de�ned on an interval of time t of the

form [0; T ), where T is either a strictly positive real number or in�nity.

The norm jj � jj of a signal captures the �size� of signals on the semi�

in�nite time interval. Examples of norm functions are the p-norms. For

any positive real number p > 1, the p�norm of a signal u is de�ned as

jjujjp =

0

@

1
Z

0

 

X

i

jui(t)j

! p

dt

1

A

1

p

(8.1)
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For p =1,

jjujj1 = sup
t�0

ju(t)j (8.2)

is de�ned.

Often, truncated versions of signals are of interest. Given a signal u de�ned

on [0; T ) and a strictly positive real number � , u� denotes the truncated

signal that is equal to the original signal u on the interval [0; � ] and is

equal to zero on the interval (�;1).

A dynamical system is stable with respect to the norm jj � jj if there is a

gain function  that gives a bound on the norm of the truncated output

signals y as a function of the norm of the truncated input signals u,

jjy� jj � (jju� jj) for all �: (8.3)

In the special case when the gain function is linear, which means that

there is at most an ampli�cation by a constant factor, the system is �nite

gain stable.

Of interest for this work is the stability analysis of interconnected system

as shown in Figure 8.4. The composite system in Figure 8.4 is called a

d1

d2

S1

S2

y1

y2

Σ

Σ

Figure 8.4. Standard Feedback Con�guration

well�de�ned interconnection if it is a dynamical system with the inputs d1
and d2 and the outputs y1 and y2. That means that for a combination of

input signals d1 and d2, a combination of output signals y1 and y2 exists

such that the dynamical system S1 has the output signal y1 given the

input signal d1+y2 and the dynamical system S2 has the output signal y2
given an input signal d2 + y1. The systems that make up a well�de�ned

interconnection are called feedback components.
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For a given dynamical system with input signals u and output signals y,

the set of its ordered input�output pairs (u; y) is referred to as the graph

of the dynamical system and is denoted GS . The set of the exchanged

ordered input�output pairs (y; u) is called the inverse graph of the system

GIS. For the system in Figure 8.4, the graph of S1 and the inverse graph

of S2 lie in the same Cartesian product space.

The basic observation regarding input�output stability for a feedback con-

�guration like in Figure 8.4 states that if a signal in the inverse graph of S2
is near any signal in the graph of S1, then it must be small. To formalize

this idea, a distance d� from signals x to the graph of S1 must be de�ned:

d� (x;GS1) = inf
z2G

S

1

jj(x� z)� jj (8.4)

With d� , the graph separation theorem is:

Graph separation theorem: A well�de�ned interconnection is stable

if and only if a gain function  exists that gives a bound on the norm of

truncated signals in the inverse graph of S2 as a function of the truncated

distance from the signals to the graph of S1:

x 2 GIS2 =) jjx� jj � (d� (x;GS1)) for all � (8.5)

If  is a linear function, the well�de�ned interconnection is �nite gain

stable.

To understand the idea behind this observation, consider the signals that

arise in the closed loop belonging to the inverse graph of S2, (y2; y1+ d2).
The signals belonging to the graph of S1 have the form (y2+d1; y1). Thus,
signals x 2 GIS2 and z 2 GS1 that satisfy the feedback equations also satisfy

(x� z)� = (d1;�d2)� (8.6)

and

jj(x� z)� jj = jj(d1; d2)� jj (8.7)

for truncations in the de�ned interval. Now, if there are signals x with

large truncated norm but small truncated distance to the graph of S1,

then (d1; d2) can according to (8.6) be chosen small but produce a large

output. This contradicts the stability de�nition.

To present some other theorems that are based on the graph separation

theorem, a few more de�nitions are needed:
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� A dynamical system is passive if, for each input�output pair (u; y)
and each � > 0, the inner product

hu; yi =

1
Z

0

uT (t)y(t) dt (8.8)

is positive. For the inner product, hu; yi = hy; ui and hu; ui = jjujj22.

� A dynamical system is input and output strictly passive if a strictly

positive real number " exists such that for each input�output pair

(u; y) and each � > 0

hu� ; y� i � "(jju� jj
2
2 + jjy� jj

2
2) : (8.9)

� A dynamical system is input strictly passive if a strictly positive real

number " exists such that for each input�output pair (u; y) and each

� > 0

hu� ; y� i � "jju� jj
2
2 : (8.10)

� A dynamical system is output strictly passive if a strictly positive

real number " exists such that for each input�output pair (u; y) and
each � > 0

hu� ; y� i � "jjy� jj
2
2 : (8.11)

It is worth noting that a dynamical system is input and output strictly

passive if it is both �nite gain stable and input strictly passive.

With these de�nitions, two important theorems can be stated:

Small gain theorem: If each feedback component is �nite gain stable

and the product of the gains, that is, the coe�cients of the linear gain

functions, is less than one, then the well�de�ned interconnection is �nite

gain stable.

A graphical interpretation of the small gain theorem is given in Figure

8.5.

Passivity theorem: If one dynamical system and the other dynamical

system followed by the scaling `-1' are one of
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Figure 8.5. Small Gain Theorem

� both input strictly passive,

� both output strictly passive,

� respectively, passive and input and output strictly passive,

then the well-de�ned interconnection is �nite gain stable using the 2�norm.

Two cases of the passivity theorem are illustrated in Figures 8.6 and 8.7.

8.2 Stability of the Controlled System

In the previous section, some theorems on input�output stability were

presented, namely the nonlinear Nyquist criterion, the small gain theorem,

and the passivity theorem. Here, these theorems are applied to the control

system with the proposed load �ow controller.
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8.2.1 Circle Criterion for One Controllable Device

All devices discussed in this thesis have strictly monotonic characteristics

for the function F connecting the control input to the achieved load �ow

in the line. Thus, the nonlinearities are bounded such that F has values

only in the upper right and lower left quadrant of a representation similar

to Figure 8.2. Assuming, without loss of generality, that k1 � k2,

0 < k1 � k2 <1 (8.12)

holds. The circle that is obtained for any such k1 and k2 never touches or

includes the origin; it can, however, come arbitrarily close for small values

of k1.

Since the Nyquist curve for an integral controller is a straight line along

the imaginary axis ending in the origin, this circle is never intersected or

encircled and the control system is stable; see Figure 8.8.

This stability investigation is strictly valid only for the single�input single�

output system, that is, for one controllable device in the system. Of course,
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it can be argued that this criterion can be applied to several controlled

devices if those are su�ciently de�coupled.

8.2.2 Small Gain Theorem

The load �ow equations are �nite�gain stable by de�nition: The methods

in this thesis are explicitly valid only if the power system is inherently

stable, which implies that a limited change in the control settings of the

controllable devices causes a limited change in the load �ows. For the

integrator with input u and output y,

y = K

�
Z

0

u(t) dt : (8.13)

Unfortunately, the integral controller is not �nite�gain stable for all pos-

sible input signals u(t). Thus, the small gain theorem cannot be used to

determine the stability of the controlled system for all signals that can

possibly occur.

However, if the input signals u(t) for the integrator are in the set u(t) 2
ft �! R

n) : jj
R �

0
u(t)dtjj < cg where c is a �nite constant, and if in

addition an upper bound b for the gain of the load �ow equations is known,

then it is trivial to make the elements of K small enough so that the

product of jjKjj � c � b < 1. Then, the feedback system is stable. Usually,

the input of the integrator is a step function from which the output of

the load �ow is subtracted. Due to the monotonic characteristic of the

control devices, the input signal of the integrator becomes smaller than

the amplitude of the step function.

8.2.3 Passivity Theorem

The state equations of the integrator are

_x = u x(0) = 0

y = Kx :
(8.14)
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The integrator is passive because, with K = diag[k1; k2; : : : ; kn]; ki > 0,

0 �
1

2
x(t)TKx(t) =

�
Z

0

d

dt

�

1

2
x(t)TKx(t)

�

dt

=

�
Z

0

_x(t)TKx(t) dt

=

�
Z

0

u(t)T y(t) dt

= hu� ; y� i

(8.15)

For the load �ow, the �state equations� have no dynamical part. The load

�ow, together with the negative feedback, is given by

y = �F (u) (8.16)

where F (u) is the function connecting the settings of the controllable

devices with the line �ow in the lines. The inner product determining the

passivity of this system is then given by

hu� ;�y� i =

�
Z

0

u(t)T y(t) dt

=

�
Z

0

u(t)TF (u(t)) dt :

(8.17)

The problem here is obviously the function F (u). This function is given

by purely algebraic equations, that is, it is memoryless. Therefore, it can

be replaced with a gain matrix G for any u0 = u(t0). Of course, this

gain matrix varies with u and thus with t. Equation (8.16) can then be

rewritten as

y = G(u) � u ; (8.18)

and the inner product becomes

hu� ;�y� i =

�
Z

0

u(t)TG(u(t))u(t) dt : (8.19)

In Equation (8.19), the expression in the integral, u(t)TG(u(t))u(t), is a
quadratic form. If it can be shown that G(u(t)) is positive de�nite for all
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t0, it follows that the dynamical system (8.16) is at least passive, since then

hu� ;�y� i > 0. There is indeed an argument for positive de�niteness of

G(u(t)): If the diagonal elements of G are positive and large compared to

the o��diagonal elements, Gershgorin's theorem, as discussed in Section

4.3.1, states that G has only positive eigenvalues and is thus positive

de�nite. Physically, that corresponds to positive load �ow in all controlled

lines and a high independence of the load �ows in these lines. However,

passivity is not su�cient: for the interconnected system to be stable, strict

input and output passivity must be shown.

Since the load �ow equations are �nite�gain stable (see Section 8.2.2) it is

su�cient to show strict input passivity. The load �ow equations are input

strictly passive, if

hu� ;�y� i � �jju� jj
2
2 ; (8.20)

�
Z

0

u(t)TG(u(t))u(t) dt � �

�
Z

0

u(t)Tu(t) dt : (8.21)

The � 2 R
+

that is required here must be smaller or equal to a lower

bound on the nonlinear gain. If such a lower bound can be determined,

the feedback connection is stable.

8.2.4 Observations on the Investigation

The three theorems that have been discussed in the previous three sections

are conservative, that is, they give su�cient, not necessary conditions for

the stability of the feedback system. Therefore, the limitation on certain

signals in Section 8.2.2 does not necessarily imply that the feedback system

is unstable for other signals.

The circle criterion has shown stability for the case of a single�input single�

output system. If the control loops are su�ciently decoupled, an argument

for stability of a multi�input multi�output system can be made. It is

interesting that under the same assumption of decoupled control loops,

passivity of the load �ow equations can be shown.

To summarize, while a general proof of input�output stability was not

found, there are a number of results that indicate that there are circum-

stances where the controlled system is almost certainly stable, namely

when the lines are su�ciently decoupled.
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8.2.5 Worst Case Scenario � Unstable Controller

Despite all arguments for stability of this control system, there are clearly

situations where the controlled system is not stable. Consider, for exam-

ple, the simple test system in Figure 8.9, which is the same as Figure 4.1.

The total load �ow transported through lines 5, 7, and 8 is 1 pu. Since

these lines have the same data and the conditions are almost equivalent

each line carries a load �ow of about 1=3 pu. If the load �ow is controlled

with a CSC so that lines 7 and 8 carry a slightly higher load of about 0.36

pu, then the CSCs compensate 35% of the line reactance in both lines.
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Figure 8.9. Simple Test System

Now, if line 5 is lost, the setpoint of the controllers is clearly not reach-

able, since the sum of load �ows through the two lines must be 1 pu.

The integrators will try to reach their respective setpoints anyway and

decrease the capacitance to lower the line �ows. If, for the sake of the

argument, there were no limits on the apparatus and the controller, the

series capacitor would become an ever rising series inductor.

However, the control range of the devices is limited. Without limits on the

integrator, these limits are windup limits. The control input to the devices

falls while the capacitors are stuck at zero compensation. To avoid this

windup behavior, there are non�windup limits on the integrators. Thus,

one can expect that the series capacitance of both CSCs decreases to

zero, where the limits are reached. Simulation results shown in Figure

8.10 con�rm this reasoning.



110 Chapter 8. On the Large Signal Stability of the Control Scheme

0.34

0.36

0.38

0.4

0.42

0.44

0.46

0.48

0.5

0.52

0.54

0 5 10 15 20 25 30

0

Load Flow Line 7
Load Flow Line 8

Compensation Line 7
Compensation Line 8

Time (s)

L
oa

d 
Fl

ow
 (

pu
)

C
om

pensation (%
)

40

35

30

25

15

20

10

5

-5

Figure 8.10. Unstable Controller with Non�Windup Limits

In the situation described above, it is clear that the load �ow in the two

remaining lines cannot be controlled independently. With the total load

�ow from the generation area to the load area at 1 pu load �ow control

so that line 7 carries a load �ow of P7, line 8 must carry a load �ow of

1 pu�P7. To get the controllability back, one controller must be blocked.



Chapter 9

In�uence of Load Flow

Control on Inter�Area

Oscillations

So far, the model that has been used for the study of load �ow control is the

purely algebraic load �ow equation model. In this chapter the in�uence

of load �ow control using an integral controller on a comparatively fast

dynamic phenomenon, namely inter�area oscillations, is studied. First, a

short description of inter�area oscillations is given. Then, the in�uence of

the controller is investigated in a test system.

9.1 Inter�Area Oscillations

In an electric power system, oscillations between interconnected synchron-

ous generators are an inherent phenomenon. Oscillations associated with

a single generator or a single plant are called local modes or plant modes,

and their frequency is usually in the range of 0:7 to 2:0 Hz. Those oscil-

lations can be analyzed and controlled comparatively easily [50].

A di�erent type of oscillations involves groups of generators. These os-

cillations are called inter�area oscillations or inter�area modes. Their

frequency is usually in the range from 0:1 to 0:8 Hz. To study these os-

cillations, generally a detailed model of the whole interconnected power

111
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system is required [51]. In large interconnected systems, there can gener-

ally be many such modes, each involving a number of generators.

9.2 A Case Study

Figure 9.1 shows a four�machine test system that is often used for inves-

tigating inter�area oscillations. The system data can be found in [52] on

page 813. A CSC is introduced in the upper line between buses 8 and

9. The system model was implemented in ABB's power system analysis

software SIMPOW [53].

~

~ ~

~

4

51 6 10 11 3

87 9

2

G1

G2 G4

G3

Figure 9.1. Two area test system

If a solid three�phase short circuit fault with a fault duration of 150 ms

is applied at bus 5 at t = 1 s, the system shows damped oscillations.

The dominant mode is an inter�area mode where generators G1 and G2

oscillate against generators G3 and G4 with a frequency of about 0:56 Hz.
Figure 9.2 shows these oscillations, as seen in the load �ow through the

upper line between buses 8 and 9, for two cases: the original system and

the system with a series capacitance that compensates 35% of the line

reactance of the upper line between bus 8 and bus 9. The series capacitor

increases the load �ow in the line, but qualitatively, the oscillations have

changed very little. Figure 9.3 shows the eigenvalues of the system with

and without the series capacitor. The series capacitor has little in�uence

on the eigenvalues.

Now, the series capacitor is controlled with an integral controller. The load

�ow in the line with the capacitor is controlled to 2.35 pu, where 35% of

the line reactance is compensated, and the gain K of the controller is set

to two di�erent values, 0.015 and 0.127. The non-windup limits on the
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integrator are set to such values that the CSC can compensate between 0
and 70% of the line reactance. The same fault is applied, and the results

are shown in Figures 9.4 and 9.5. Figure 9.4 depicts the load �ow in the

line where the controllable device is located, that is, the upper line between

buses 8 and 9 in Figure 9.1. Figure 9.5 shows the load �ow between buses

8 and 9, that is, the sum of the load �ows through both lines between these

buses. The oscillations are slightly damped for the case with a controller

gain of K = 0:015. In Figure 9.4, the oscillations actually seem to be

worse immediately after the fault. This can be explained by the behavior

of the CSC during the fault: The series compensation rises signi�cantly,

which decreases the line impedance and leads to the line taking a bigger

share of the load �ow. In Figure 9.5, the overall damping e�ect is visible.

The oscillations are noticeably damped when the controller gain is set to

K = 0:127. In this case, the e�ect is clearly visible in both �gures.

These observations are also re�ected in the eigenvalues, shown in Figure

9.6. The eigenvalue corresponding to the 0:56 Hz mode moves slightly

to the left in the case of K = 0:015 and noticeably to the left when

K = 0:127. Thus, the load �ow control does not destabilize the system;

it even has a bene�cial e�ect on the damping of the oscillations.

However, there is a drawback to setting the gain of the controller to a

high value. Figure 9.7 shows the response to a step in the set value of the

load �ow that is speci�ed in the controller input. The simulation starts

with a speci�ed and actual load �ow of 1.94 pu in the line. At t = 1 s, the

speci�ed load �ow changes to 2.35 pu. With the low gain (K = 0:015) in
the controller, the speci�ed load �ow is reached after about 30 s and no

oscillations appear. With the high gain (K = 0:127), the speci�ed load

�ow is reached much faster, but there are some oscillations present. These

oscillations have a frequency of approx. 0.6 Hz; the change of the load �ow

in the line has excited the inter�area mode. With an intermediate gain

(K = 0:030), the adjustment of the line load becomes more �wavy� than

with the low gain.

9.3 Conclusions from the Case Study

The investigation of the integral controller in a model that takes the faster

dynamics in a power system into account has shown, by example, that a

slow control of load �ow only has marginal in�uence on the fast dynamics.
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While this has only been investigated for inter�area oscillations, there is

no reason to anticipate larger interactions with other fast dynamics.

It was also shown that fast load �ow control interacts with these faster

dynamics, for better or worse. For the inter�area oscillations, the fast

load �ow controller actually contributes to the damping; on the other

hand, the inter�area mode can be excited by a change in the set value of

the controller.
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Chapter 10

Phase Root Locus Approach

to Design Robust Controllers

This chapter is di�erent from the other chapters in this thesis: it does not

treat load �ow control, but introduces a way to determine the robustness

of control systems using a new graphical tool called the phase root locus.

First, measures of robustness and relative stability are brie�y discussed. A

short description on how phase root locus plots can be drawn is provided.

Then, an example that illustrates how the phase root locus can be used

in the design and analysis of a controller based on HVDC modulation is

presented.

10.1 Introduction

Robust utilization of controllable devices to enhance the stability of power

systems has become an issue of concern in the engineering and operation

of these systems [54]. This has been actuated by the variation in the

fundamental dynamics as a result of structural changes, complex load

patterns, and the increasing risk of unexpected interaction between control

devices. The power system is continuously subjected to predictable and

unpredictable, large and small disturbances that constantly change the

operating conditions.

One of the main concerns in the �eld of control theory is the ability of a

system to remain stable and perform its task in the presence of unknown
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perturbations. A well�designed controller must be able to tolerate such

uncertainties without destabilizing the system. Consequently, the ability

to be able to measure the relative stability of systems is essential. Only

then can it be determined whether they are robust, that is, whether they

will remain stable when subject to disturbances.

In classical control design, quantitative measures of relative stability are

the gain and phase margins based on Nyquist stability criteria. This

information can be extracted from a Nyquist curve or the well�known

Bode magnitude and phase plots. Gain margins can also be obtained

by considering conventional root locus, or gain root locus, in which the

closed�loop poles of the system are plotted in the complex s�plane as the

gain is varied. The study of how the phase margin is a�ected by adding

phase to the closed loop system has led to the introduction of the concept

of phase root locus [8]; it is the dual to the conventional root locus.

10.2 Measures of Robustness and Relative

Stability

In control systems design, not only stability, but also a certain robustness

is required. Gain margin and phase margin are two criteria commonly

used to measure the system's relative stability. Neither margin alone is

su�cient to characterize relative stability; one margin can be large, indi-

cating a robust system, while the other margin is extremely small, which

makes the system not robust. Gain margin and phase margin provide an

indication of the closeness of the Nyquist plot of the system's open�loop

frequency response L(j!) to the critical point, �1, in the complex plane

(Figure 10.1). The gain margin is the amount of gain in dB that can be

introduced into the loop, with unchanged open loop phase shift, before the

closed loop system reaches instability. The phase margin is the change of

open loop phase shift required to make the system unstable if the gain

remains unchanged.

Gain margin and phase margin are dependent on the design gain Km (see

Figure 10.4) since Km a�ects the location of the closed-loop system poles,

from which the gain margin and phase margin are determined. This can

be made explicit by introducing the notation GM(Km) and PM(Km) with
obvious meanings.
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Figure 10.1. Nyquist Diagram with Gain and Phase Margin

It is also possible to determine gain margin and phase margin from the

Bode�Diagram (Figure 10.2). The gain margin is the distance of the gain

from 0 dB at the phase crossover frequency !pc, where the phase crosses

the �180��line from above; the phase margin is the distance of the phase

to �180� at the gain crossover frequency where the gain crosses 0 dB from

above.

10.3 Gain Root Locus and Phase Root Locus

Conventional Evans root locus depicts the locus of the closed loop poles of

a system in the complex s�plane when the gain of the open loop transfer

function is varied, while the phase shift is held at zero. This concept can

be generalized for phase shifts not equal to zero, resulting in a family of

curves for di�erent open loop transfer function phase angles, like in Figure

10.5. Such a family of curves can be computed as the isocontours of

\G(s)H(s) : (10.1)

This family of curves is the gain root locus.

Obviously, it is possible to depict a dual to the gain root locus by keeping

the gain of the open loop transfer function constant and varying the phase
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Figure 10.2. Bode Diagram for the Test System with Controller

angle. The analogue of the Evans root locus in this family of curves is the

curve depicting

jKmG(s)H(s)j = 1; (10.2)

and curves like that can be computed as isocontours of

jKmG(s)H(s)j : (10.3)

These curves are the phase root locus, and an example is Figure 10.6.

The closed�loop poles for a certain gain and a certain phase shift of the

open loop transfer function are found at the intersection of the appropriate

gain root locus and phase root locus curves; see Figure 10.7. In the next

section, the use of gain root locus and phase root locus for controller design

will be explained, showing the bene�ts of using this particular method.
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10.4 Illustrative Example

The AC/DC test system [52] shown in Figure 10.3 is used to illustrate

the use of phase root locus in conjunction with gain root locus in control

design. It is well known that the stability of an interconnected AC/DC

system can be enhanced by modulating the power �owing through the

HVDC link [3]. Eigenanalysis of the test system at the studied operating

point indicates a pair of unstable complex conjugated eigenvalues that

are found to be associated with an interarea mode of oscillation. The

machines in area 1 swing against those in area 2. The complete system

data can be found in [52].

In this example, a 6th order reduced single�input single�output transfer

function of the test system, linearized around a given operating point,

is used to design a power modulation controller. The controller should

also provide su�cient robustness margin. This will be determined by

examining the distance of the closed loop poles to the point where the

gain root locus and the phase root locus cross the imaginary axis. The

input to the controller is the AC power on the line between bus 7 and bus

8. After appropriate ampli�cation and phase compensation, the output

of the controller is the modulating signal that is added to the DC power

reference.

~

~ ~
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42

51 6 7

8

10 11 39400 MW

Figure 10.3. Test System

The plant is given by

G(s) =
�Pac�78
�Pdc

(10.4)

with the controller given by

Km �H(s) =
�Pmod

�Pac�78
= 0:25 �

1 + 0:55s

1 + T2s
: (10.5)
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Thus, the open loop transfer function is given by

L(s) = Km �G(s) �H(s) : (10.6)

In this example, we assume that the gain and the phase of L(s) do not

change simultaneously.

The curves labeled `1' in Figure 10.7 correspond to the gain root locus

and phase root locus for the plant G(s) with Km and H(s) equal to unity.
The actual pole of the closed loop system is the intersection of gain root

locus and phase root locus. It is clear that the root locus will never cross

the imaginary axis into the complex left�half plane for any amount of

added log-magnitude gain to G(s) = L(s). The phase root locus, however,
crosses the stability boundary. Part of it is in both planes, which indicates

that, by adding phase angle to the open loop transfer function, the system

can be stabilized or become more unstable. Phase addition is, in fact, what

is achieved through the well�known phase compensation technique. Phase

root locus makes it possible to determine the location of the closed loop

poles when phase is added. Another interesting point of the phase root

locus `1' in Figure 10.7 is that it crosses the stability boundary at two

points. This means that the closed�loop system will remain stable only

for phase addition within a �nite region. This is a case of `conditional

stability' which may also arise when gain is added to the loop transfer

function.

Figure 10.5 shows several constant-phase contours for the open loop trans-

fer function L(s). Contours of constant magnitude are shown in Figure

10.6.

To further understand the usefulness of phase root locus in control design

and analysis, phase is added to the transfer function by changing the

parameter T2 in H(s). Figure 10.8 shows the phase plot for di�erent

values of T2.

The gain root loci and phase root loci for the series connection of the plant

and H(s) with Km = 1 are labeled in Figure 10.7 above. In all cases, the

phase root locus is primarily horizontal at the designed closed�loop pole.

This indicates that the damping of the eigenvalue will be most a�ected

when phase is added to the open loop transfer function. The frequency of

oscillation will not vary signi�cantly. This visualization of the temporal

response for phase addition is not obvious when looking at Bode diagrams.
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The closed loop pole P given by the intersection of the gain root locus

and the corresponding phase root locus indicates that the system will

be stable for the chosen values. It is, however, almost marginally stable

at T2 = 0:40, which gives a maximum added phase of about 10�. The

stability margins can be obtained as the points where gain root locus and

phase root locus cross the imaginary axis. The root loci in Figure 10.7

also indicate conditional stability due to multiple crossings of the stability

boundary.

The transfer function of the plant has a pair of unstable complex conjugate

zeros, which will attract the poles of the closed loop system as the gain is

increased. This zero pair constrains the movement of the closed loop pole

into the left half plane, so that there will always be a maximum amount

of damping that can be achieved irrespective of phase addition [55].

Eigenvalue analysis validates that the closed loop poles are those values

indicated by the intersection of the two loci for the di�erent T2. Figure
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Figure 10.7. Root Locus / Phase Root Locus

10.9 shows the response to a 1% step in the DC power order for the test

power system with the DC power modulation control for several values of

T2. `-' (solid), `- -', `�', `��' correspond to T2 = 0.01, 0.1, 0.20 and 0.40

respectively.

By simultaneously studying the gain root locus and phase root locus plots,

the motion of the actual closed�loop poles can be tracked when phase is

added to the open loop transfer function. This knowledge on the location

of the new closed�loop poles is not provided by the Nyquist diagram, nor

can it be extracted from the Bode diagram. It should be pointed out that

Nyquist and phase root locus plots give clear information about relative

and absolute stability for both minimum-phase and non-minimum-phase

systems.

Also, the Bode plot relates to gain root locus and phase root locus as

follows: when !pc = 1, no gain root locus branch crosses the imaginary
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Chapter 11

Closure

11.1 Conclusions

This thesis has focused on the control of load �ow, or active power �ow,

with three di�erent FACTS devices, the controllable series capacitor

(CSC), the phase angle regulator (PAR), and the uni�ed power �ow con-

troller (UPFC).

It was shown that independent integral controllers can be used for load

�ow control as long as the device that controls the load �ow maps the con-

trol input to the load �ow in the line in a monotonic way. The controllable

series capacitor and the phase angle regulator are monotonic devices in

that sense; the uni�ed power �ow controller is monotonic if the magnitude

of the injected voltage is used as the control variable while the angle of

the injected voltage is kept constant.

The control scheme has a number of advantages:

� It is easy to implement, physically as well as in software packages

like voltage stability assessment or dynamic security assessment pro-

grams.

� Since only local signals are used, it is robust with respect to the

system topology. The exception to that rule is the loss of all paths

parallel to the implemented devices. However, since the loss of all

parallel paths implies that one degree of freedom is lost, no controller

can maintain its full capabilities under these circumstances.
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� Small-signal stability can be shown analytically.

� If the time constants are chosen large enough, the control scheme can

be used in conjunction with methods to control dynamic phenomena.

The usability of the sensitivity matrix for determining the optimal location

of controllable series capacitors in an electric power system has been in-

vestigated and examples for its use were given. Veri�cation by simulations

matched the predictions.

The in�uence of the UPFC on the load �ow and the bus voltages in lines

that are in a realistic meshed system was explored. It was shown how the

control variables of the UPFC a�ect the load �ow and the bus voltages,

and the use of these variables for load �ow control and bus voltage control

was discussed.

The input�output stability of the controlled system was discussed. While

a general proof of input�output stability was not achieved, indicators for

the circumstances under which problems can arise were given.

The control scheme was implemented in a four�machine system with de-

tailed generator models. The in�uence of the load �ow control on a dy-

namic phenomenon, namely inter�area oscillations, was investigated for

di�erent controller gains. Advantages and disadvantages of high and low

controller gains are discussed.

The phase root locus approach was introduced and compared to more

traditional graphical tools. The usefulness of this approach for stability

analysis and controller design was demonstrated with an example.

11.2 Suggestions for Future Work

Costing

Currently, estimates for the cost of the controllable series devices are ex-

tremely hard to come by. That will probably change once more of these

devices are in service. It would then be meaningful to compare the capa-

bilities and necessary ratings for these devices. Then, recommendations

for these devices in di�erent situations could be made on an economical

basis.



11.2. Suggestions for Future Work 133

Voltage Stability Issues

It has been shown that the devices discussed in this thesis can improve the

loadability margin of electric power systems [43]. It stands to reason that

it is possible to decrease the loadability margin as well. An implementation

of the control scheme discussed in this thesis in a system that is prone to

voltage instabilities might provide interesting insights.

Emergency Damping Control

A study of an implementation of slow integral controllers together with

fast controllers designed for emergency damping control, for example, the

non-linear control methods in [56], would be useful to con�rm that the

slow integral controllers can indeed be used together with fast stability

controllers.

Generalized Root Locus

Gain root locus and phase root locus plots are qualitatively similar to

plots for the electric and magnetic �eld [8]. In [57], the root locus analogy

to potential �elds leads to the introduction of a generalized root locus.

Gain root locus and phase root locus are obtained as special cases of the

generalized root locus. An application of the generalized root locus on

controller design in electric power systems could show which additional

insights on stability and robustness can be gained from the generalized

root locus.
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Appendix A

Modeling of the

FACTS�Devices

A.1 Controllable Series Capacitor

The controllable series capacitor is simply modeled as a change in the line

impedance:

XLine;new = XLine;old � jXC j = XLine;old +XC (A.1)

A.2 Phase Angle Regulator

A phase shifter changes the voltage magnitude and the angle of the volt-

age on its primary side by a factor t and an angle � respectively. With

designations according to Figure A.1,

�U 0

i = tej� �Ui ;

�I 0i =
1

t
ej� �Ii :

(A.2)

The currents at the two ends of the line are given by

�I 0i = ( �U 0

i �
�Uj)�ys + �U 0

i �yp
�Ij = ( �Uj � �U 0

i)�ys + �Uj �yp :
(A.3)
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Ui Ui jIsy
,tφ

Phase
Shifter

UjIi iI

y yp p

Figure A.1. Transmission Line with Phase Shifter

With (A.2),

�Ii = t2(�yp + �ys) �Ui � t(�yse
�j�) �Uj

�Ij = (�t�yse
j�) �Ui + (�yp + �ys) �Uj

(A.4)

is obtained. The bus incidence matrix changes from

Ybus =

�

�yp + �ys �ys
�ys �yp + �ys

�

(A.5)

to

Ybus =

�

t2(�yp + �ys) �t�yse
�j�

�t�yse
j� �yp + �ys

�

: (A.6)

The phase shifter changes the bus incidence matrix to a non�symmetrical

matrix.

A.3 Uni�ed Power Flow Controller

The converter in the series branch of the UPFC can be modeled as a series�

connected voltage source between the buses i and j in a power system.

The series voltage source can be modeled as an ideal series voltage source

in line with a reactance xs; see Figure A.2. �Us is the ideal voltage source
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Ui U θjθ UIij
i

sx
Usi j

Figure A.2. Series Voltage Source

and �U 0

i is a �ctitious voltage behind the series reactance. Obviously,

�U 0

i =
�Us + �Ui : (A.7)

The ideal series voltage source is controllable in phase and magnitude,

that is,

�Us = r �Uie
j

with 0 < r < rmax and 0 <  < 2� : (A.8)

The voltage source �Us can be replaced by a current source �Is = jbs �Us

parallel to the admittance bs = 1=xs; see Figure A.3. The injected current

Ui U θjθ
= 1/bsx s

Is

i j

Figure A.3. Current Source Replacing Voltage Source

corresponds to injected powers �Sis and �Sjs, with

�Sis = �Ui(��Is)
� ; (A.9)

�Sjs = �Uj
�I�s : (A.10)

With �ij = �i��j, the injected power can be expressed in terms of voltages,

angles, the control parameters r and , and the line admittance:

�Sis = �Ui(jrbs �Uie
j)�

= �rbsU
2
i sin � jrbsU

2
i cos 

(A.11)

�Sjs = �Uj(�jrbs �Uie
j)�

= rbsUiUj sin(�ij + ) + jrbsUiUj cos(�ij + )
(A.12)

Now, the series voltage source can be modeled with injections of active

and reactive power at the buses i and j; see Figure A.4. The injected
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Ui
sx

Psi siQ,

U θjθ

,P Qsj sj

i j

Figure A.4. Injection model

active and reactive power at buses i and j for the series branch are

Psi = rbsU
2
i sin ; (A.13)

Qsi = rbsU
2
i cos  ; (A.14)

Psj = �rbsUiUj sin(�ij + ) ; (A.15)

Qsj = �rbsUiUj cos(�ij + ) : (A.16)

For the parallel branch, the reactive power can be modeled as a separate

controllable shunt reactive source. Thus, for this model, it can be assumed

that the reactive power from the parallel branch is zero, and the parallel

branch provides only the active power that is injected to the network via

the series branch. In a lossless UPFC,

Pparallel = Pseries : (A.17)

The apparent power supplied by the series branch is

�Sseries = �Us
�I�ij = rej �Ui

� �U 0

i �
�Uj

jxs

� �

; (A.18)

which leads to the active and reactive power supplied by the series branch:

Pseries = rbsUiUj sin(�ij + )� rbsU
2
i sin (A.19)

Qseries = �rbsUiUj cos(�ij + ) + rbsU
2
i cos  + r2bsU

2
i (A.20)

To get the injection model for the full UPFC, Psi has to be corrected

to account for the active power in the parallel branch; that is, equations
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(A.13) and (A.13) have to be added to get Psi. The injected powers for

the full UPFC are then given by

Psi = rbsUiUj sin(�ij + ) ; (A.21)

Qsi = rbsU
2
i cos  ; (A.22)

Psj = �rbsUiUj sin(�ij + ) ; (A.23)

Qsj = �rbsUiUj cos(�ij + ) : (A.24)

As expected for a lossless UPFC, the active power exchange balance with

the network is zero.

This injection model can easily be incorporated in a load �ow program.

If a UPFC is located in the line between buses i and j, the bus incidence

matrix is modi�ed by adding a reactance equivalent to xs between bus i

and j. The Jacobian matrix is modi�ed by addition of the appropriate

injection powers. For the linearized load �ow model

�

�P
�Q

�

=

�

H N

J L

� �

��
�U=U

�

; (A.25)

the Jacobian is modi�ed as described in Table A.1, where the superscript

o denotes the Jacobian matrix elements without the UPFC.

H(i;i) = Ho
(i;i)

�Qsj N(i;i) = No
(i;i)

� Psj

H(i;j) = Ho
(i;j)

+Qsj N(i;j) = No
(i;j)

� Psj

H(j;i) = Ho
(j;i)

+Qsj N(j;i) = No
(j;i)

+ Psj

H(j;j) = Ho
(j;j)

�Qsj N(j;j) = No
(j;j)

+ Psj

J(i;i) = Jo
(i;i)

L(i;i) = Lo
(i;i)

+ 2Qsi

J(i;j) = Jo
(i;j)

L(i;j) = Lo
(i;j)

J(j;i) = Jo
(j;i)

� Psj L(j;i) = Lo
(j;i)

+Qsj

J(j;j) = Jo
(j;j)

+ Psj L(j;j) = Lo
(j;j)

+Qsj

Table A.1. Modi�cation of Jacobian Matrix for UPFC
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Appendix B

IEEE 30 Bus Test System �

System Data

The topology of the system is shown in Figure 4.9. All data here are in

pu with a base power of 100 MVA.

B.1 Bus Data

Table B.1: Bus Data for IEEE 30 Bus Test System

Nr. Type # Ufix Pload Qload Pgen Qgen Bshunt Ubase

1 Slack 0 1.060 - - - - 0.000 132

2 PU - 1.045 0.217 0.000 0.4 - 0.000 132

3 PQ - - 0.024 0.012 0.0 0 0.000 132

4 PQ - - 0.076 0.016 0.0 0 0.000 132

5 PU - 1.010 0.942 0.000 0.0 - 0.000 132

6 PQ - - 0.000 0.000 0.0 0 0.000 132

7 PQ - - 0.228 0.109 0.0 0 0.000 132

8 PU - 1.010 0.300 0.000 0.0 - 0.000 132

9 PQ - - 0.000 0.000 0.0 0 0.000 1

10 PQ - - 0.058 0.020 0.0 0 0.190 33

11 PU - 1.082 0.000 0.000 0.0 - 0.000 11

continued �!
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Table B.1: (Bus Data Continued)

Nr. Type # Ufix Pload Qload Pgen Qgen Bshunt Ubase

12 PQ - - 0.112 0.075 0.0 0 0.000 33

13 PU - 1.071 0.000 0.000 0.0 - 0.000 11

14 PQ - - 0.062 0.016 0.0 0 0.000 33

15 PQ - - 0.082 0.025 0.0 0 0.000 33

16 PQ - - 0.035 0.018 0.0 0 0.000 33

17 PQ - - 0.090 0.058 0.0 0 0.000 33

18 PQ - - 0.032 0.009 0.0 0 0.000 33

19 PQ - - 0.095 0.034 0.0 0 0.000 33

20 PQ - - 0.022 0.007 0.0 0 0.000 33

21 PQ - - 0.175 0.112 0.0 0 0.000 33

22 PQ - - 0.000 0.000 0.0 0 0.000 33

23 PQ - - 0.032 0.016 0.0 0 0.000 33

24 PQ - - 0.087 0.067 0.0 0 0.043 33

25 PQ - - 0.000 0.000 0.0 0 0.000 33

26 PQ - - 0.035 0.023 0.0 0 0.000 33

27 PQ - - 0.000 0.000 0.0 0 0.000 33

28 PQ - - 0.000 0.000 0.0 0 0.000 132

29 PQ - - 0.024 0.009 0.0 0 0.000 33

30 PQ - - 0.106 0.019 0.0 0 0.000 33

B.2 Branch Data

Table B.2: Branch Data for IEEE 30 Bus Test System

Nr. Type Bus1 Bus2 R X B=2 n1=n2

1 Line 1 2 0.0192 0.0575 0.0264 0

2 Line 1 3 0.0452 0.1852 0.0204 0

3 Line 2 4 0.0570 0.1737 0.0184 0

4 Line 3 4 0.0132 0.0379 0.0042 0

5 Line 2 5 0.0472 0.1983 0.0209 0

6 Line 2 6 0.0581 0.1763 0.0187 0

7 Line 4 6 0.0119 0.0414 0.0045 0

8 Line 5 7 0.0460 0.1160 0.0102 0

continued �!
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Table B.2: Branch Data (Continued)

Nr. Type Bus1 Bus2 R X B=2 n1=n2

9 Line 6 7 0.0267 0.0820 0.0085 0

10 Line 6 8 0.0120 0.0420 0.0045 0

11 Trafo 6 9 0 0.2080 0 0.978

12 Trafo 6 10 0 0.5560 0 0.969

13 Line 9 11 0 0.2080 0 0

14 Line 9 10 0 0.1100 0 0

15 Trafo 4 12 0 0.2560 0 0.932

16 Line 12 13 0 0.1400 0 0

17 Line 12 14 0.1231 0.2559 0 0

18 Line 12 15 0.0662 0.1304 0 0

19 Line 12 16 0.0945 0.1987 0 0

20 Line 14 15 0.2210 0.1997 0 0

21 Line 16 17 0.0824 0.1923 0 0

22 Line 15 18 0.1073 0.2185 0 0

23 Line 18 19 0.0639 0.1292 0 0

24 Line 19 20 0.0340 0.0680 0 0

25 Line 10 20 0.0936 0.2090 0 0

26 Line 10 17 0.0324 0.0845 0 0

27 Line 10 21 0.0348 0.0749 0 0

28 Line 10 22 0.0727 0.1499 0 0

29 Line 21 22 0.0116 0.0236 0 0

30 Line 15 23 0.1000 0.2020 0 0

31 Line 22 24 0.1150 0.1790 0 0

32 Line 23 24 0.132 0.27 0 0

33 Line 24 25 0.1885 0.3292 0 0

34 Line 25 26 0.2544 0.3800 0 0

35 Line 25 27 0.1093 0.2087 0 0

36 Trafo 28 27 0 0.3960 0 0.968

37 Line 27 29 0.2198 0.4153 0 0

38 Line 27 30 0.3202 0.6027 0 0

39 Line 29 30 0.2399 0.4533 0 0

40 Line 8 28 0.0636 0.2000 0.0214 0

41 Line 6 28 0.0169 0.0599 0.0065 0
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Sensitivity Matrix for CSC

A power system in the steady state is modeled by the load �ow equations

F (X;Z;D) = 0 ; (C.1)

with the vector of state variables X, the vector of control variables Z, and

the vector of parameters D.

The sensitivity of the states X to the inputs Z determines changes �X
that result from small changes �Z around a nominal point Z0

, assuming

that a solution X0
for the nominal control vector Z0

and the nominal

parameter D0
exists, that is,

F (X0; Z0;D0) = 0 : (C.2)

The �rst order Taylor series expansion of Equation (C.1) in the neighbor-

hood of (X0; Z0; D0) is

0 = F (X0 +�X;Z0 +�Z;D0 +�D) �

F (X0; Z0;D0) + FX�X + FZ�Z + FD�D ; (C.3)

with the Jacobian matrices FX , FZ , and FD that are computed at the

nominal operating point (X0; Z0;D0). If the approximation is accurate,

then Equations (C.2) and (C.3) imply

FX�X + FZ�Z + FD�D = 0 : (C.4)

Assuming that FX is invertible,

�X = �F�1
X FZ�Z � F�1

X FD�D (C.5)

follows.
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At the equilibrium, the load �ow vector W 0
is determined by a function

H, that is,

W 0 = H(X0; Z0) ; (C.6)

which with a preturbation �Z becomes

W 0 +�W = H(X0 +�X;Z0 +�Z) : (C.7)

Linearization yields

�W �WX�X +WZ�Z : (C.8)

Expanding (C.5) into (C.8) delivers

�W =
�

�WXF
�1
X FZ +WZ

�

�Z +
�

�WXF
�1
X FD

�

�D ; (C.9)

which, assuming �D = 0, leads to

�W =
�

�WXF
�1
X FZ +WZ

�

�Z : (C.10)

FX is the Jacobian matrix that is known from standard Newton�Raphson

load �ow computations. The Jacobian matrices FZ , WX , and WZ are

given below.

C.1 Notation

In this part, the following notations and de�nitions are used:

� n`: number of transmission lines

� `; `0: indices for transmission lines

� z` = r` + j(xl � xC
`

): series impedance of line `

� y` = g` + jb`: series admittance of line `.

� ZC : vector of series capacitive resistances

� P : vector of active power injections at all nodes except slack node

� Q: vector of reactive power injections at PQ�nodes
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� SL(i): set of lines connected to bus i

� SPU : set of PU�nodes

� SPQ: set of PQ�nodes

� SLK: slack node

� �ij = �i � �j

� ` =
@g`
@xC

`

=
2r`(xl � xC

`

)
�

r2` + (x` � xC
`

)2
� 2

� �` =
@b`
@xC

`

=
r2` � (x` � xC

`

)2
�

r2` + (x` � xC
`

)2
� 2

C.2 Jacobian Matrix FZ

FZ =

�

PZ
C

QZ
C

�

(C.11)

@Pi

@ZC`

=

(

�`(U
2
i � UiUj cos �ij) + �`UiUj sin �ij i 6= SLK; ` 2 SL(i)

0 otherwise

(C.12)

@Qi

@ZC`

=

(

�`(�U
2
i + UiUj cos �ij) + `UiUj sin �ij i 2 SPQ; ` 2 SL(i)

0 otherwise

(C.13)
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C.3 Jacobian Matrix WX

WX =
�

W� WU

�

(C.14)

@W`

@�i
=

(

g`UiUj sin �ij � b`UiUj cos �ij i 6= SLK i; j 2 `

0 otherwise
(C.15)

@W`

@�j
=

(

�g`UiUj sin �ij + b`UiUj cos �ij i 6= SLK i; j 2 `

0 otherwise
(C.16)

@W`

@Ui

=

(

2g`Ui � g`Uj cos �ij � b`Uj sin �ij i 2 SPU i; j 2 `

0 otherwise
(C.17)

@W`

@Uj

=

(

�g`Ui cos �ij � b`Uj sin �ij i 2 SPU i; j 2 `

0 otherwise
(C.18)

C.4 Jacobian Matrix WZ

WZ =
�

WZ
C

�

(C.19)

@W`

@ZC
`

0

=

(

�`(U
2
i � UiUj cos �ij) + �`UiUj sin �ij ` = `0

0 ` 6= `0
(C.20)
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